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ABSTRACT

Two sets of 12-yr eight-member ensemble integrations were run with the Experimental Climate Prediction Center’s (ECPC) seasonal forecast model (SFM) to investigate the sensitivity of near-surface temperature skill to evolving soil moisture. The first ensemble had evolving soil moisture, which was fully interactive with the atmospheric component of the model. The second ensemble had soil moisture fixed to the monthly climatological value. Several regions showed an increase in skill in the evolving soil moisture ensemble, including northeastern Australia, southeastern Africa, Europe, northern Brazil, Western Australia, northwestern Russia, Argentina, western Canada, and Indo-China. A survey of these regions showed that most had sensitivity to soil moisture following a peak rainy season, and of those, most also had a high soil moisture time-lag correlation (soil moisture memory) at that time. In a few of the regions high year-to-year soil moisture variability was an additional potential source of soil moisture sensitivity.

The sensitivity to soil moisture is considered both in terms of actual predictability (anomaly correlation with observations) and theoretical potential predictability. It was found that the regions listed above, with evolving soil moisture, have anomaly correlations that are close to the potential predictability, suggesting that the model estimates near-surface temperature in these regions as well as could be expected. However, it was also found that when comparing the two sets of integrations, improvements in potential predictability of one ensemble over the other did not necessarily give a reasonable estimate to improvements in anomaly correlation.

1. Introduction

It has been well understood for many years that the response of general circulation models to tropical sea surface temperatures (SSTs) is of primary importance to climate prediction. However, it has become apparent more recently that soil moisture has an important secondary role. As a result, there has been an increased interest in understanding the impact of soil moisture on near-surface temperature and precipitation in general circulation models (GCMs). The influence of soil moisture is more localized than SSTs (although not completely localized), and accordingly one of the key interests is the location of soil moisture sensitivities. For example, Simmonds and Hope (1998) and Timbal et al. (2002) found significant sensitivities to soil moisture in Australia. Yang et al. (2004) saw improved anomaly correlations due to soil moisture over the United States in summer. Koster et al. (2004) looked globally to find the summertime land–atmosphere coupling “hot spots,” which included the central United States, northern India, and equatorial Africa.

While there has been some agreement on areas sensitive to soil moisture, there is also some disagreement. Much of the disagreement is due to model sensitivities in these studies (Koster et al. 2002). This disagreement can be seen, for example, in Koster et al. (2004) where 12 models are used to determine land–atmosphere coupling hot spots. Even in these hot spots some models show almost no land–atmosphere coupling strength. It is also unclear what the best method is to determine the degree of sensitivity to soil moisture. There have been a few different methods used to address this question. Many papers have looked at soil moisture initialization (e.g., Fennessy and Shukla 1999; Zhang and Frederiksen 2003; Koster and Suarez 2003; Kanamitsu et al. 2003), while others have focused on soil moisture forc-
ing. Of the papers concerned with forcing, some have forced a model with “observed” soil moisture looking for improved results (e.g., Dirmeyer 2000; Yang et al. 2004; Kanae et al. 2006), while others used a nonvarying soil moisture (e.g., Oglesby et al. 2002; Douville 2003; Koster et al. 2004) purely to assess soil moisture sensitivity. Many papers have used a theoretical measure such as potential predictability or a ratio of variances (e.g., Schlosser and Milly 2002; Timbal et al. 2002; Oglesby et al. 2002; Douville 2003; Koster et al. 2004), while a few have included anomaly correlations against observations as an element of the measure of sensitivity to soil moisture (e.g., Yang et al. 2004; Kanae et al. 2006). Many have forced the GCMs with observed SSTs (e.g., Douville 2003; Kanae et al. 2006), while others used prescribed SSTs without interannual variability (e.g., Schlosser and Milly 2002).

Here we look at the impact of interactive soil moisture on the actual predictability measure of anomaly correlation against observations, as well as the theoretical measure of potential predictability. While it is likely that there are remote influences of soil moisture, we primarily consider the local effects here. We consider 2-month averages at regions around the globe using a GCM forced with observed SSTs. After discussing the model and experiment (sections 2 and 3), we examine selected regions to answer the questions of how much and where the real predictability (skill) is increased by including the soil moisture component into the forecast system. The regions with soil moisture sensitivity are evaluated not only in terms of anomaly correlation and potential predictability, but also in terms of precipitation annual cycle, soil moisture memory, and soil moisture variability with the intent of understanding the potential sources of soil moisture sensitivity. In section 5, we examine the relationship between the real model skill and potential predictability, first by looking at the fully interactive ensemble alone, and then by looking at the differences between the two ensembles for the two skill measures. This is done in an effort to address the applicability of the potential skill to real skill, which is essential for real-time seasonal forecasts.

2. Model

The Experimental Climate Prediction Center’s (ECPC) seasonal forecast model (SFM) is used for this study (Kanamitsu et al. 2002). It has a horizontal resolution of T62 with 28 vertical levels. The model has relaxed Arakawa–Schubert convection, M.-D. Chou short- and longwave radiation (Chou and Lee 1996; Chou and Suarez 1994), Slingo cloud scheme (Slingo 1987), shallow convection (Tiedtke 1983), large-scale condensation, gravity wave drag (Alpert et al. 1988), and smoothed mean orography. The current version of the SFM has been upgraded to include the Noah land surface model (LSM) (Ek et al. 2003). This LSM includes four subsurface levels and frozen soil physics. Soil moisture is computed using a form of Richardson’s equation. The LSM has 16 soil types and 12 vegetation types. Vegetation cover is a monthly varying climatology.

The performance of this version of the model has been fully examined in a 53-yr ensemble Atmospheric Model Intercomparison Project (AMIP)-type simulation. We have run a 12-member ensemble with observed SSTs (AMIP type) from 1949 to 2001. The model skill under observed SSTs and evolving soil moisture is comparable to other seasonal forecast models in operation in the United States. Particularly, the precipitation forecast over Africa, and most notably the Sahel, is found to be exceptional among the models used in the operational multimodel ensemble forecast at the International Research Institute (IRI). A 50-yr anomaly correlation of precipitation in the Sahel shows correlations greater than 0.7 in some areas (Tippett 2006). As an example of the model 2-m temperature skill, Fig. 1 shows the anomaly correlation computed from the AMIP-type run and verified against Climatic Research Unit (CRU; University of Norwich, United Kingdom, http://www.cru.uea.ac.uk/) temperature for summertime [June–August (JJA)]. The skill shown here is, at a minimum, typical of what would be found in most state-of-the-art GCMs, and in some locations, such as Australia and Indonesia, it is notably high. Based on its performance in all seasons, the ECPC SFM has been used since 2002 to produce a seasonal forecast every month at the ECPC, which is used in the IRI multimodel forecast, as well as by other forecasters.

3. Experiment

To look at the effects of soil moisture on the skill of the forecast in a realistic setup, two sets of ensembles were integrated with the ECPC SFM. Both ensembles were run continuously for 12 yr, from 1982 to 1993, which includes three El Niño events. Both ensembles had eight members, where each member was initialized with slightly different atmospheric initial conditions. The interactive ensemble is a subset of the 53-yr AMIP run and was initialized in 1949 from reanalysis data; the climatological ensemble was initialized in 1982 from the interactive ensemble. Both ensembles were also forced with observed SSTs (AMIP style). This allows a reasonable estimate of how much the soil moisture infor-
mation adds skill to model forecasts with specified SSTs. The question we are asking is whether the predictable part of the signal generated by the observed SSTs can be enhanced by the land surface conditions, and whether the soil moisture can add predictability on top of the SSTs, although we cannot attempt to separate them.

The first ensemble has evolving soil moisture (i.e., a fully interactive land surface model). This ensemble will be referred to as the interactive ensemble. The second ensemble was run with climatological soil moisture. While each member was initialized with different atmospheric initial conditions, it was forced with the same climatological soil moisture. The monthly soil moisture climatologies were created from the 53-yr AMIP-style run with the same model. This method allowed the soil moisture to be fixed to a reasonable value that was consistent with the model. Thus, it is ideal for the evaluation of soil moisture memory as the additional source of predictability. We will refer to this ensemble as the climatological ensemble. It is important to note that while the soil moisture was fixed, the snow was evolving with time. We are therefore most interested in areas that are not snow covered or influenced by the history of snow cover.

The observed SSTs were taken from the 40-yr European Centre for Medium-Range Weather Forecasts (ECMWF) Re-Analysis (ERA-40) dataset (Fiorino 2004), originally from the Hadley Centre and National Centers for Environmental Prediction (NCEP) analyses using EOFs, cleaned up near the ice edges, and interpolated to daily values using a monthly mean conserving scheme for the ECMWF 40-yr reanalysis. Anomaly correlations were taken with respect to the CRU near-surface temperature analysis without variance adjustment (New et al. 2000). The observed precipitation (shown later in Fig. 7) is from the CRU precipitation analysis.

In this paper we will look at the results for 2-m temperature since we are interested in a global field with an observational record. We found the effects on precipitation to be quite small and will therefore not show them here. This is consistent with previous work. Koster and Suarez (2003), Schlosser and Milly (2002), Kanamitsu et al. (2003), and Douville (2003) all found that soil moisture has a larger influence on near-surface temperature than on precipitation.

The potential predictability \( r \) in this study is calculated according to Sardeshmukh et al. (2000) as

\[
r = \frac{\left( \frac{S}{N} \right)^2}{\sqrt{\left( \frac{S}{N} \right)^2 + 1 \left[ \frac{S}{N} + \frac{1}{n} \right]}}.
\]

where \( S/N \) is the signal-to-noise ratio and \( n \) is the number of ensemble members. In this case the signal is the ensemble mean anomaly and the noise is the ensemble spread, defined as

\[
S = \text{ensemble mean anomaly}
\]

\[
N = \text{ensemble spread}
\]
Here $T_n$ is the temperature of an individual member, $n$ is the number of members in the ensemble, and $c$ is the temperature climatology from the respective ensemble for the years 1961–90 (to match the climatology years used in the CRU data). In other words,

$$ S = \left| \left( \frac{\sum \limits_{n} T_n}{n} \right) - c \right|, $$

$$ N = \sum \limits_{n} \left( T_n - \frac{\sum \limits_{n} T_n}{n} \right), $$

where $t$ is the number of years, and $n$ is again the number of ensemble members. In the case of the climatological ensemble, where only a 12-yr climatology was available, an estimate of the 1961–90 climatology was calculated by assuming a linear relationship in the difference between the climatologies of the two ensembles. Specifically, the ratio between the two 12-yr climatologies was applied to the 30-yr climatology of the interactive ensemble to estimate the 30-yr climatology of the climatological ensemble. Both the signal and noise are averaged over time.

Potential predictability, as defined here, is the actual anomaly correlation that would occur in an infinite ensemble (with no sampling errors) of a perfect model (with no model errors) (Sardeshmukh et al. 2000; Compo and Sardeshmukh 2004). As shown in the appendix of Compo and Sardeshmukh (2004) this method of computing potential predictability is identical to the perfect model approach (assuming in turn that each member of the ensemble is truth), with the exception of sampling errors. It should be noted that, with the relatively small sample of eight members and 12 yr, errors in the estimates of signal and noise will occur. We have computed an estimate of the error in the noise by comparing the root-mean-square error of each ensemble mean versus observations to the ensemble spread [the noise as defined in Eq. (3)]. Error estimates were typically on the order of 30% for the regions considered in this study.

4. Regional analysis of soil moisture sensitivity

A primary focus of this paper is to better understand the ability of interactive soil moisture to improve real forecast skill of near-surface temperature, so we begin by looking at the differences in anomaly correlation against real observations between the interactive soil moisture ensemble and the climatological soil moisture ensemble. Figure 2 shows the anomaly correlation difference using CRU-observed 2-m temperature. To focus on the points of interest the map has been masked by three criteria. First, the areas that are usually snow covered have been shaded gray. Of the areas without snow cover, the only areas that are color shaded are the areas where 1) the interactive soil moisture ensemble has an anomaly correlation greater than 0.3 and 2) the interactive soil moisture ensemble has a greater anomaly correlation than the climatological soil moisture ensemble. If either of these criteria is not met, the area is left white. The value of 0.3 is somewhat arbitrarily chosen, but skill below 0.3 is not considered very useful for seasonal forecasting. There are clearly many areas that are not shaded, which suggests that they are likely not sensitive to local soil moisture in this model. However, there are some regions with a large sensitivity to soil moisture, and a survey of those regions will be the focus of this section.

In this paper we are only considering the improvements of anomaly correlation due to interactive soil moisture, and so we will refer to soil moisture sensitivity only in areas where the anomaly correlation has improved. It should be noted that the masked areas in Fig. 2 include regions where the model anomaly correlation was reduced when using interactive soil moisture. In fact, the decrease in anomaly correlation in the areas where there is a significant decrease with the interactive ensemble is only about 10% less than the average increase in anomaly correlation in the areas where there is a significant increase. In other words, the use of interactive soil moisture results in only very modest improvements in the global anomaly correlation. We assume that many of the decreases in anomaly correlation are likely due to model error. The details of the exact causes of the decreases are beyond the scope of this paper. Also, it should be noted that by looking at the pointwise anomaly correlation, we are focusing on the local effects of soil moisture on temperature.

Looking at Fig. 2, the areas that are sensitive to soil moisture include northeastern Australia in January and February; the Sahara in March and April; Europe, southeastern Africa, and Brazil in May and June; Western Australia, northwestern Russia, Argentina, and western Canada in July and August; and Indo-China in September and October. In all the areas listed the difference in anomaly correlation in the majority of the region is significant at the 95% level based on a $t$ test (with the exception of southeastern Africa, which will be discussed later). Other differences seen in Fig. 2 are...
either very small or not significant based on the \( t \) test. All the above regions will be discussed in this section, with the exception of the Sahara, due to its extreme conditions. In addition to the regions listed above, there are two areas that do not appear to have soil moisture sensitivity though it would be expected from previous studies. Specifically, Yang et al. (2004), Koster et al. (2004), and others have seen sensitivity to soil moisture in the south-central United States, and Koster et al. (2004), Thiaw and Mo (2005), and others have seen sensitivity to soil moisture in the African Sahel. We will look at the south-central United States in May and June and the Sahel in July and August in more detail in light of these studies.

Figures 3 through 7 show the listed regions in detail. Figure 3 shows the spatial average of the anomaly correlation for the interactive (vary) and climatological (fix) ensembles. Figure 4 shows the potential predictability averaged over each region. Figure 5 shows the soil moisture auto time-lag correlation for the interactive ensemble at 1 and 2 months lag. (The time-lag correlation for the climatological ensemble is unde-
A similar time-lag correlation was computed between soil moisture and evaporation, but the relative results were almost identical to the soil moisture autocorrelation, so they are not shown here. Figure 6 shows the year-to-year soil moisture variability for each region, again for just the interactive ensemble since the climatological ensemble has no year-to-year variability. The soil moisture variability is defined as

\[ \frac{1}{n} \sum \left( \frac{sm - \bar{sm}}{\bar{sm}} \right)^2, \]

where \( sm \) is the volumetric soil moisture fraction, \( \bar{sm} \) is the climatological volumetric soil moisture fraction, and \( n \) is the 53 yr of the full interactive ensemble. Figure 7 shows the annual climatological cycle of precipitation for both the ECPC SFM and CRU observations.


From the anomaly correlation map of Fig. 2 it can been seen that northeastern Australia shows sensitivity to soil moisture in January and February, which corresponds to the Australian monsoon season. The climatological annual precipitation cycle for this region is seen in the top panel of Fig. 7. While the model overestimates the rainfall during the rainy season, the model correctly estimates the timing of the seasonal cycle, with peak precipitation in January and February. The area sensitive to soil moisture is small here; however, the increase in anomaly correlation is large (see the first column of Fig. 3). The sensitivity to soil moisture is greater during El Niño–Southern Oscillation (ENSO) years and covers a greater area in those years. (The anomaly correlation with the interactive ensemble is 0.92, while the correlation with the climatological ensemble is 0.61 based on the three ENSO years included in this study.) Timbal et al. (2002) found that soil moisture was a key link between the Southern Oscillation index and the Australian monsoon. It is therefore not surprising that there is an increased anomaly correlation during ENSO years with interactive soil moisture.

In addition to finding locations and times with soil moisture sensitivity, it is also a goal of this study to look for potential sources of the sensitivity. To that aim we...
look at the soil moisture time-lag correlation and year-to-year variability. While the soil moisture time-lag correlation for northeastern Australia is fairly unremarkable (Fig. 5), the year-to-year variability in soil moisture shown in the first column of Fig. 6 is quite remarkable. Large values of soil moisture variability do not guarantee an increase in predictability, but they do suggest that a difference in predictability should be expected. The soil moisture variability is likely due to the location of this sensitivity, which is on the southern border of the Australian monsoon, where the soil moisture is dependent on the exact location of the southern extent of the monsoon rainfall. In addition to the large variability, the soil here is neither extremely wet nor extremely dry (cf. the northeastern Australian value of 0.25 to the global average of 0.28). Koster et al. (2004) suggested that midvalues of soil moisture (or semiarid regions) encourage soil moisture sensitivity.

As seen in Fig. 4, there is not a corresponding increase in the theoretical measure of potential predictability in January and February with interactive soil moisture. This discrepancy will be discussed in section 5.


Southeastern Africa (essentially Mozambique and Zimbabwe) has an interesting area of increase in anomaly correlation due to interactive soil moisture that appears in May and June (Fig. 2). This is shortly after the end of the rainy season in that region. The top panel of Fig. 7 shows that, as in Australia, the model overestimates the observed rainfall, but reproduces the annual cycle. This area of Africa is particularly interesting due to the likely relationship between the winds and the surface temperature. A simple correlation between the surface temperature over southeastern Africa and the 925-mb meridional winds over the Mozambique Channel (between the African continent and Madagascar) of 0.65 (based on 57 yr of NCEP reanalysis data) suggests that the near-surface temperature drives the winds in the Mozambique Channel and may influence the Somali jet, which provides moisture into the monsoonal Indian subcontinent. A year-by-year visual analysis of the 12 yr in this study suggested that anomalous cold temperatures associated with wet soil strengthen the northward flow in the channel, while warmer temperatures associated with dry soil weaken the flow. More study is necessary to precisely determine this relationship; however, it seems the sensitivity to soil moisture here is also seen in the winds.
The soil moisture sensitivity in southeastern Africa can be attributed in part to soil moisture memory (Fig. 5). In May and June (after the end of the rainy season) the interactive soil moisture ensemble still retains information about the previous rainy season, which could produce a larger, more accurate signal. The 1-month soil moisture time-lag correlation between May and June and the previous month is extremely high at 0.96. This suggests that the climatological ensemble (which has no soil moisture memory) will not be able to have the same skill. In addition, the soil moisture variability in this area is larger than average (Fig. 6), which is likely an additional source of soil moisture sensitivity. It is surprising, given the high values of soil moisture time-lag correlation and variability, that the increase in anomaly correlation with interactive soil moisture in this region is quite small. We suspect that a longer time record would show a larger increase. There is not a corresponding increase in potential predictability due to interactive soil moisture in southeastern Africa.

As mentioned earlier, the difference in anomaly correlation is generally not significant in southeastern Africa. Only a small part of this region has a difference that is significant at the 95% level. This allows for the possibility that the sensitivity in this area might not be robust. However, the soil moisture memory and variability suggest that it is robust, and given the potential remote effects of the region, it was determined to include southeastern Africa in the survey of regions to encourage further study.

We look now at Western Australia, which is similar to southeastern Africa in the potential sources of soil moisture sensitivity. Western Australia, which is largely desert, has a rain maximum around February coming from the Australian monsoon to the north, and more rain coming from the southwest in the following months. This region receives almost no rainfall between July and November (second panel of Fig. 7). It is in July and August, after the rainfall, that the near-surface temperature is sensitive to soil moisture. Since the rainfall between December and June is quite variable for a desert region, soil moisture memory is essential for a reasonable forecast in the dry months. Like southeastern Africa, not only does the soil moisture sensitivity occur after the rainy season, but the soil moisture time-lag correlation also suggests soil moisture memory is important here, with both 1 and 2-month correlations over 0.9 (Fig. 5). However, while there is an increase in anomaly correlation, there is a decrease in potential predictability with the interactive soil moisture ensemble (Fig. 4).

Argentina (the Pampas region) is not as dry as Western Australia, but is still relatively dry and has a clear annual cycle in precipitation (Fig. 7). Like southeastern Africa and Western Australia the sensitivity to soil moisture occurs after the wet season. Also similar is the fairly high soil moisture time-lag correlation, suggesting again that soil moisture plays a key role in determining near-surface temperature after the rainy season.

Another commonality between Western Australia and Argentina is that they are the two regions in this study that were found to significantly overestimate noise (or underestimate potential predictability). This result is based on a comparison between ensemble spread and the root-mean-square error between the ensemble and observations. For these two regions, the ensemble spread was close to 40% higher than the RMSE error.

c. Indo-China (10°–24°N, 96°–110°E) in September–October, and northern Brazil (10°S–0°, 75°–50°W) in May–June

Another area where the difference in anomaly correlation points to soil moisture sensitivity is Indo-China in September and October (Figs. 2 and 3), which is at the end of the monsoon season (third panel of Fig. 7). This timing, with the sensitivity to soil moisture occurring after the peak in rainfall, is similar to the regions discussed in section 4b. Also like other regions, the model overestimates the rainfall here compared to observations, but correctly represents the seasonal cycle. There is little year-to-year variability in soil moisture here (Fig. 6), and surprisingly little soil moisture time-lag correlation (Fig. 5). It is possible that soil moisture memory is important for the near-surface temperature anomaly correlation on shorter time scales, but that cannot be determined in this study. It is worthy to note that the anomaly correlation for the three ENSO years covered in this study is very high (almost 0.9) for the interactive soil moisture ensemble and low (about 0.2) for the climatological ensemble. It has been shown (Singhrattna et al. 2005) that since 1980 the monsoon rainfall in Thailand is highly correlated to ENSO. Since soil moisture is essential for predicting temperature during ENSO years, it is reasonable to suggest that soil moisture might also be key in predicting precipitation, although further study is necessary to determine this relationship.

Northern Brazil is similar to Indo-China in that the soil moisture sensitivity occurs at the end of the rainy season and both have large seasonal precipitation cycles. Neither region has large soil moisture variability, with extremely small values in Brazil. And, neither region exhibits long-term soil moisture memory. Again, it is possible that shorter-term soil moisture memory plays a role in the soil moisture sensitivity. This idea is
supported by the fact that in considering June alone, both the difference in anomaly correlation between the two ensembles and especially the time-lag correlation increase compared to the 2-month (May–June) values.

d. Europe (40°–50°N, 0°–20°E) in May–June, northwestern Russia (60°–70°N, 45°–85°E) in July–August, and western Canada (48°–53°N, 122°–105°W) in July–August

As seen in Figs. 2 and 3, three northern-latitude locations have an increase in anomaly correlation with interactive soil moisture: Europe, northwestern Russia, and western Canada. The bottom panel of Fig. 7 shows that none of the regions have a strong annual precipitation cycle. In addition none of the regions have outstanding values of soil moisture time-lag correlations (Fig. 5). Consequently, the sources of the soil moisture sensitivity appear more indirect than for other lower-latitude regions considered in this study.

Looking at year-to-year soil moisture variability (Fig. 6), neither Russia nor Canada shows much variability, but in Europe there is reasonably large variability, which could explain some of the sensitivity there. It is also worthy to note that in Russia there is a corresponding increase in potential predictability with interactive soil moisture in this region (Fig. 4), while both Europe and Canada show a slight decrease.

While the regions discussed in the previous four sections are not an exhaustive list of areas with soil moisture sensitivity, they are some of the largest (either in area or magnitude of change) and most interesting areas found in the ECPC SFM. Other areas with sensitivity could likely be found if remote responses were considered. It must also be said that even though there are limited areas and times with sensitivity to soil moisture, the increase in skill in these areas alone justifies the need for evolving soil moisture for a global seasonal forecast.


As mentioned earlier, there are two regions we will consider that did not show an increase in anomaly correlation with interactive soil moisture. While the south-central United States has been documented as having sensitivity to soil moisture in the summer, there is no increase in anomaly correlation for the south-central United States with the ECPC SFM (Fig. 3). The ECPC SFM does, however, produce an area of increase in potential predictability in May and June for that area (Fig. 4). This significant increase (based on a t test at the 95% level) occurs where the difference in noise [Eq. (3)] is large while the difference in signal [Eq. (2)] is even larger, with the interactive ensemble having both a larger signal and more noise than the climatological ensemble. More will be said about this later. The disagreement between the two measures of predictability suggests that while the interactive soil moisture produces a large signal in temperature (resulting in an increase in potential predictability), the signal is not correct in this model, or cannot be predicted by knowing SSTs and varying soil moisture. The precipitation for this region is shown in the second panel of Fig. 7. While the differences between the model and observed precipitation are not large, based on Yang et al. (2004), it seems likely that a more accurate rainfall would improve the signal.

In the African Sahel neither anomaly correlation nor potential predictability shows significant sensitivity to soil moisture (not shown). This is surprising since, as mentioned earlier, the Sahel has been shown in other studies to be an area sensitive to soil moisture in the summer. In fact, a study using the same model for a 50-yr period finds large sensitivity to the land surface processes in that area (De Haan et al. 2007). However, since the 12-yr record of the current study only includes drought years in the Sahel, it is not surprising that there is little year-to-year variability in that time. In fact in the Sahel the year-to-year soil moisture variability for the 50-yr record is 40% larger than the global average, while the variability for the 12-yr record used here is 25% less than the global average. It is therefore likely that the lack of sensitivity in the Sahel is due to the short time record of this study and the relative lack of variability during the years chosen.

5. Potential predictability and anomaly correlation

As we consider the potential predictability and anomaly correlation from the regions discussed in section 4, there are two issues that need to be addressed concerning the relationship between the two measures of skill. First, we will look at the interactive ensemble alone to compare potential predictability and anomaly correlation for the regions discussed in the last section. Second, the discrepancies that arise when comparing the two ensembles and their respective anomaly correlations and potential predictabilities will be discussed.

a. Interactive ensemble

Figure 8 is one look at the relationship between anomaly correlation and potential predictability for the interactive ensemble. On the x axis is the signal-to-noise ratio and on the y axis is anomaly correlation. The solid line is the potential predictability for an eight-
member ensemble according to Eq. (1). To look globally at the relationship we computed the signal-to-noise ratio and the anomaly correlation for $10^\circ \times 10^\circ$ boxes for all land areas without snow. We then binned all the points with signal-to-noise ratio less than 0.5, between 0.5 and 1.0, between 1.0 and 1.5, and greater than 1.5. The result is given by the squares. As discussed in Compo and Sardeshmukh (2004) and Sardeshmukh et al. (2000), the fact that boxes clearly fall well below the potential predictability indicates that there is systematic model error, which is not surprising. More importantly for this study are the circles, which represent the same calculation for each region of improved anomaly correlation discussed in this study. It is clear that these regions are exceptional in how close the anomaly correlation is to the potential predictability. In other words, in these regions the model performs as well as could be expected, and there is relatively little systematic model error. It is of some concern that four of the points lie above the potential predictability line. However, Argentina and Western Australia are the two regions in which it appears that the noise has been overestimated. Southeastern Africa and Europe are likely above the line because of other sampling errors.

b. Differences between the interactive ensemble and the climatological ensemble

We now switch to considering the differences between the two ensembles for both measures of skill. In the regions discussed in section 4, only northwestern Russia and, to some degree, Argentina showed agreement between anomaly correlation and potential predictability. In those cases both measures of predictability increased with the use of interactive soil moisture. Northeastern Australia, southeastern Africa, Europe, northern Brazil, western Canada, and Indo-China all showed similar values of potential predictability between the two ensembles, while there was an increase in anomaly correlation with the interactive ensemble. Finally, in the south-central United States and Western Australia anomaly correlation and potential predictability gave opposite results. The lack of agreement between these two measures of model skill is cause for concern, so we look here at the relationship in more detail.

We begin by considering the global, long-term relationship between anomaly correlation and potential predictability. The correlation for the 50-yr AMIP run between potential predictability and anomaly correlation is approximately 0.7 over land, suggesting that there is a clear relationship between real and theoretical skill. A similar correlation for the 12 yr used in this study is over 0.5. This indicates that a longer time record would improve the relationship, but there is still a reasonable correlation between the two measures of skill. However, when we look at the differences in skill between the interactive and climatological ensembles the relationship becomes much less clear. The correlation between the difference in anomaly correlation and the difference in potential predictability is just over 0.1.

To further understand the differences in potential predictability between the two sets of runs, the signal and noise have been considered separately, since potential predictability is similar to the signal-to-noise ratio. Comparing the globally and seasonally averaged signal between the ensembles shows that the interactive

![Fig. 8. Anomaly correlation (y axis) plotted against the signal-to-noise ratio (x axis). The solid line is the theoretical relationship between the two (potential predictability), the pink squares show the binned global average with error bars, and the colored circles show the regions discussed in the text.](image-url)
ensemble has a signal of about 10% more than the climatological ensemble, while comparing the noise between the two ensembles shows that the interactive ensemble has approximately 30% more noise than the climatological ensemble. The greater signal for the interactive ensemble is a favorable result for the interactive soil moisture runs. The greater difference in noise is not surprising, however, considering that the soil moisture is the same for all eight members of the climatological ensemble, which reduces the spread between the members. As a result of the small increase in signal but a greater increase in noise, the globally and seasonally averaged potential predictability of the interactive ensemble is less than that of the climatological ensemble.

Another inconsistency with considering the differences in skill measures between the two ensembles can be seen by looking at the spatial correlation between the signal and potential predictability and the correlation between the noise and potential predictability. The full fields (not the differences) of the signal and potential predictability have a correlation of approximately 0.1, while the noise and potential predictability have a correlation of approximately −0.6. (These values are global and seasonal averages over both ensembles.) This implies that the noise plays a larger part than the signal in determining spatial pattern of potential predictability. However, when considering the difference in signal, difference in noise, and difference in potential predictability (between the two ensembles), we find that the spatial correlation between the difference in signal and the difference in potential predictability is approximately 0.4, while the correlation between the difference in noise and the difference in potential predictability is approximately −0.1. This indicates that the spatial pattern of the difference in potential predictability is primarily driven by the difference in signal, and the influence of the noise becomes secondary.

Since the difference in potential predictability is driven by the difference in signal, rather than the difference in noise, and since the potential predictability of the interactive ensemble is generally less than the climatological predictability, it is not surprising that a greater value of potential predictability for one ensemble over the other does not necessarily correspond to a greater value of model skill (anomaly correlation) for the same ensemble. In the cases where the potential predictability values from the two ensembles are quite close, it is reasonable to guess that without the relative increase in noise, the interactive ensemble would have a higher potential predictability value. Western Australia has the largest discrepancy between the two measures of skill. Here the difference in potential predictability could be overly influenced by a small signal, and again the potential predictability for the interactive ensemble might be higher without the change in noise. The case of the south-central United States is a little different. While the difference in potential predictability could again be too dependent on the signal, model error is likely to blame for the poor anomaly correlation. While we can attempt to “explain” the inconsistencies between anomaly correlation and potential predictability in this manner, it is clear that if anomaly correlation was not considered a very different outcome would result from looking at the difference in potential predictability alone.

It could be argued that the lack of agreement between anomaly correlation and potential predictability is simply due to our experimental setup (the use of climatological soil moisture). However, it also points to a problem that could be seen when doing a comparison between any two model runs. Unless the relative values of signal and noise are similar, inconsistencies will arise that can artificially increase the importance of either signal or noise. So, while potential predictability can be a useful tool in considering the strengths and weaknesses of a single model (as in Fig. 8), it needs to be used with caution when comparing two sets of model runs. In other words, a larger value of potential predictability for one ensemble compared to the other does not necessarily imply that the model skill is greater for that ensemble, and therefore, the comparison has limited use in evaluating differences in model physics.

6. Conclusions

In this study we have looked at two sets of 12-yr eight-member integrations from the ECPF Seasonal Forecast Model forced by observed SSTs. One set had a fully integrated land surface model with evolving soil moisture, while the other had soil moisture fixed to the seasonally varying climatological value so that it did not respond to the atmospheric component of the model. This experiment was designed to understand how much and where the predictability (due to observed SST) is increased by including the soil moisture component into the forecast system. The differences between these two sets of runs were examined using two different measurements of predictability: anomaly correlation with observations and potential predictability.

In the first part of the paper, we look at nine regions that all showed an increase in anomaly correlation due to interactive soil moisture at different times during the year. For each of these regions three fields were considered, in addition to the skill measures, to help better understand the causes of the soil moisture sensitivity:
soil moisture time-lag correlation, soil moisture variability, and the annual precipitation cycle. We found four basic divisions among potential sources of soil moisture sensitivity. 1) Northern Australia is unique in the regions studied because of its extremely high year-to-year variability of soil moisture. 2) Southeastern Africa, Western Australia, and Argentina are similar to each other in that all three areas are sensitive to soil moisture in the months following the peak rainy season, and all three have high soil moisture memory. 3) Brazil and Indo-China are similar to the three previous areas in that they both show soil moisture sensitivity in the months following the rainy season. However, these two regions, surprisingly, have low soil moisture memory. It is possible that the soil moisture memory on a shorter time scale is larger. 4) Europe, western Canada, and northwestern Russia all behave similarly, with no strong seasonal cycle in precipitation and no clear reason for the soil moisture sensitivity.

Some nonlinear and nonlocal soil moisture sensitivities were also seen in a few of the regions. In northern Australia and Indo-China sensitivity to soil moisture greatly increased during ENSO years. In southeastern Africa it is possible that the effects of soil moisture go beyond local near-surface temperature and could be seen remotely in the winds as well.

There were two regions considered that did not show an increase in anomaly correlation with interactive soil moisture for the ECPC SFM. Both the south-central United States and the African Sahel are areas where soil moisture sensitivity is expected from other studies. It was found that the south-central United States had an increased signal with interactive soil moisture, but an improved rainfall prediction was likely necessary for an improved anomaly correlation. For the Sahel, it was determined that the years chosen in this study did not vary enough to see the sensitivity to soil moisture.

The second part of this paper focused on the relationship between anomaly correlation and potential predictability. It was found that in the nine regions where anomaly correlation was improved with interactive soil moisture, the anomaly correlation and potential predictability were close in value when considering the interactive ensemble alone. This suggests that the model predicts near-surface temperature as well as could be expected in those regions.

When considering both ensembles, there were many discrepancies between differences in sensitivities to soil moisture found with anomaly correlation compared to those found using potential predictability. Those discrepancies are partly due to the short time record of this study, but are also largely due to a difference in noise and signal between the two ensembles. Potential predictability is primarily a ratio between signal and noise, and both signal and noise change independently with our current experimental setup. Particularly, the use of climatological soil moisture reduces the noise unrealistically for that ensemble due to the use of the same seasonally varying soil moisture every year and for each member. The relative increase in noise with the interactive ensemble overwhelms the increase in signal found in the interactive ensemble, and makes the comparison of potential predictability between the two ensembles inconsistent. Because of this, we caution that an increase in potential predictability of one experiment over another cannot generally be used to estimate the increase in true skill.
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