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[1] In this paper we present a multidecadal and global three-dimensional stable water
isotope data set. This is accomplished by incorporating processes of the stable water
isotopes into an atmospheric general circulation model and by applying a spectral nudging
technique toward Reanalysis dynamical fields. Unlike the global model simulations forced
only by sea surface temperature (SST), the dynamical fields used in the simulation are
never far from observation because the spectral nudging technique constrains large-scale
atmospheric circulation to that of observation, and therefore the simulated isotopic fields
are reasonably accurate over the entire globe for daily to interannual time scales. As a
case in point, it is revealed that the current approach reproduces the Arctic Oscillation
much more correctly than the simulations forced only by SST, and consequently, the
monthly isotopic variability better matches observations over midlatitudes to high latitudes
in the Northern Hemisphere, especially Europe. This method is of great use in providing
information in regions where in situ isotope observations are not available. Such
information is required for a variety of biogeochemical, hydrological, and paleoclimate
studies and as boundary and initial conditions for regional isotopic simulations.
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1. Introduction

[2] Stable oxygen and hydrogen isotopes in water (H2
18O

and HDO) are useful natural tracers for hydrologic cycles
[e.g., Gat, 1996]. Because their concentration is sensitive to
phase changes of water during its circulation, geographical
and temporal variations of isotopic ratios emerge in land
surface reservoirs such as rivers and groundwater. In order
to understand, explain, and ultimately use observed varia-
tions in the reservoirs for assessing the hydrologic cycle, the
relation between atmospheric processes and isotopic infor-
mation in water vapor and precipitation has been intensively
studied [e.g., Craig and Gordon, 1965; Ehhalt, 1974;
Jouzel, 1986; Gedzelman and Arnold, 1994; Webster and
Heymsfield, 2003; Worden et al., 2007].
[3] Various empirical methods to explain the distribution

of isotope ratio have been used since the classical ‘‘isotopic
effects’’ was proposed (e.g., temperature effect [Dansgaard,
1964]). Bowen and Revenaugh [2003] showed that the
monthly climatology precipitation isotope ratios can be
reasonably well explained by a multivariate regression
relationship with several meteorological and geographical
variables. However, the accuracy of this multivariate rela-

tionship depends highly on the number of available obser-
vations, and much of the interannual variability is not
captured by simple predictors (N. Buenning and D. Noone,
Role of local and nonlocal processes in the seasonal cycle
and interannual variability of the isotopic composition of
precipitation deduced through observations and models,
submitted to Journal of Geophysical Research, 2008). Since
the observations are scarce, particularly for vapor isotopes
and for both vapor and precipitation isotopes at time scales
shorter than a month, the robustness of regression
approaches still require further verification. In particular,
simple regression models fail to capture the aspects of the
isotope signal associated with atmospheric transport, and
are thus ultimately limited. Perhaps more importantly, the
physical mechanisms behind these empirical approaches
need to be understood more explicitly.
[4] In contrast to observational studies, isotope-

incorporated atmospheric general circulation models
(AGCM) [Joussaume et al., 1984; Jouzel et al., 1987;
Hoffmann et al., 1998; Mathieu et al., 2002; Noone and
Simmonds, 2002; Schmidt et al., 2005; Lee et al., 2007]
provide a more physical approach to understanding isotope
distributions since they combine physical processes associ-
ated with the change in isotope ratio with the dynamic and
moist thermodynamic processes of the atmosphere. These
models simulate the three-dimensional structure of vapor
isotope distribution with explicit consideration of complex
phase changes of water associated with the moist physical
processes in the global atmosphere. The resulting simula-
tions show good agreement with climatological distribution
of precipitation isotopes, but their temporal variability does
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not agree well with the observations [Hoffmann et al.,
2000]. The reason for this poor isotope simulation is partly
due to the inferior representation of atmospheric circulation
by the AGCMs forced only by the observed sea surface
temperature, and is also associated with the AGCMs’ ability
to simulate variability in the hydrologic cycle.
[5] Yoshimura et al. [2003, 2004] successfully repro-

duced the daily to interannual variations of precipitation
isotopes over the globe using a simpler model in which the
observed circulation was prescribed from atmospheric Re-
analysis. They concluded that the isotopes can be used to
evaluate the atmospheric moisture transport in models and
that the isotopic AGCMs would be capable of simulating
day-to-day isotopic variations in precipitation more accu-
rately if the large-scale circulation fields are more accurately
simulated. This finding also indicates that by constraining
the isotopic fields the simulation of water vapor transport
can be improved, but this issue leaves for future studies.
Furthermore, vapor isotopes observed by satellites quanti-
fied the re-evaporation of tropical rainfall [Worden et al.,
2007], and the isotope simulations clarified that there is a
need for evaporation of rain to remoisten the lower tropo-
sphere in AGCMs [Noone, 2003].
[6] Recently, Yoshimura and Kanamitsu [2008] used a

spectral nudging technique for global downscaling of global
Reanalysis. In this method, small-scale detail is generated
by the high-resolution global model, whose large-scale
circulations is constrained by the coarse resolution global
atmospheric Reanalysis. The technique can be regarded as
an economical alternative to computationally demanding
high-resolution data assimilation. In this current study we
apply the global spectral nudging technique not for a
downscaling purpose, but for providing dynamical con-
straints to the water isotope circulations. It is expected that
multidecadal and three dimensional distributions of isotopic
species that are consistent with observed atmospheric cir-
culation can be obtained. We used version of the Scripps
global spectral model with water isotopes-incorporated
(IsoGSM), which was newly developed from the up-to-date
version of the Scripps Experimental Climate Prediction
Center’s (ECPC) GSM [Kanamitsu et al., 2002a]. As an
atmospheric analysis, the National Centers for Environmen-
tal Prediction (NCEP)/Department of Energy (DOE) Re-
analysis 2 (R2) [Kanamitsu et al., 2002b] was used to
constrain the meteorology.
[7] This study has two main aims. The first is to make a

long-term and three-dimensional data set of stable water
isotopes, which is thermo-dynamically consistent with ob-
served long and short-term atmospheric circulations. The
results aid in understanding the mechanisms controlling of
the global distributions and temporal variations of isotopes
in a similar manner to that understanding atmospheric
circulation on various time scales has benefited from
Reanalysis products. The second aim is to make a reference
isotopic variability analysis based on the model forced by
observed atmospheric circulation. This analysis can be used
to measure the a priori quality of the model performance for
future studies involving the assimilation of isotopic data.
This aim comes with an additional interest to establish the
potential for improvement in the analysis of atmospheric
circulation by the introduction of isotopes in a full data
assimilation.

[8] Section 2 describes the new isotopic AGCM, the
nudging method, and the simulation specification to make
the isotopic data set. In section 3 the simulated isotope
distribution is verified against observations and compared
with other isotopic AGCMs. Improvements in the repre-
sentations of the isotopic interannual variability are de-
scribed in section 4. A summary and conclusions follow
in section 5.

2. Method

2.1. Model Description

[9] Isotope processes were incorporated into the Scripps
ECPC GSM in this study, hereafter IsoGSM. ECPC GSM
was based on the medium range forecast model used at
NCEP for making operational analysis and predictions
[Kanamitsu et al., 2002a]. The physics and dynamics of
the model are mostly the same as those in the Reanalysis 2
project, but there have been updates associated with the use
of a Relaxed Arakawa-Shubert deep convection scheme
(RAS) [Moorthi and Suarez, 1992] and the Noah land
surface model [Ek et al., 2003]. As an operational weather
forecast model, the basic performance of the NCEP GSM
suites have been well documented [e.g., Caplan et al., 1997;
Kanamitsu et al., 2002a] and have shown comparable
performance in several global model intercomparison stud-
ies [e.g., Kang et al., 2002].
[10] Gaseous forms of isotopic species (HDO and H2

18O)
were incorporated into the GSM as prognostic variables in
addition to water vapor. The isotopic tracers are indepen-
dently advected by the atmospheric circulations and trans-
ported by the subgrid-scale processes (convection and
boundary layer turbulence). The specific components
evolve differently during the condensation and evaporation
associated with precipitation processes (convective precip-
itation and large-scale condensation) and surface and
boundary layer processes, owing to the isotopic fraction-
ation during the phase transitions.
[11] The equilibrium fractionation factors were taken

from Majoube [1971a, 1971b]. Most fractionation at a
phase transition can be assumed to occur at thermodynamic
equilibrium, except for three particular cases; surface evap-
oration from open water [Merlivat and Jouzel, 1979];
condensation from vapor to ice in supersaturation condi-
tions under �20�C [Jouzel and Merlivat, 1984]; and evap-
oration and isotopic exchange from liquid raindrop into
unsaturated air [Stewart, 1975]. These are called kinetic
fractionation, in which the difference of molecular diffusiv-
ities plays a key role when exchange occurs under con-
ditions away from thermodynamic equilibrium. For
consistency with other published isotopic AGCMs’ results,
we used the isotopic diffusivity coefficients measured by
Merlivat [1978]. Cappa et al. [2003] measured slightly
different values and produces a deuterium excess 3%
systematically higher in the same conditions, but negligible
on the variability [Schmidt et al., 2005]. For the equilibrium
fractionation, the Rayleigh distillation theory is applied for
vapor condensation and evaporation during all the precip-
itation processes. These sets of isotopic parameterizations
are commonly used among many AGCMs, following from
the pioneering work of Joussaume et al. [1984].
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[12] The isotopic fractionation during evaporation from
surface water is expressed as

RE ¼ ak mv

Rsea=ae � hRa

1� h

ak mv ¼
1� A � � �V < 7 m=sð Þ
1� B� V þ Cð Þ � � �V � 7 m=sð Þ

� ð1Þ

where RE, Rsea and Ra indicate isotopic ratios of evaporative
vapor, sea surface water, and ambient air, respectively, and
ae, V, and h are the equilibrium isotopic fractionation factor,
surface wind speed, and relative humidity, respectively.
Constants A, B, and C are 0.006, 0.000285, and 0.00082 for
18O and 0.00528, 0.0002508, and 0.0007216 for D, as given
by Merlivat and Jouzel [1979].
[13] For the condensation due to supersaturation, the

following equations are used:

aeff ¼ ak jmae

ak jm ¼ S

ae D=D0ð Þ S � 1ð Þ þ 1

S ¼ 1 � � �T � �20
C
1� 0:003T � � � T < �20
C:

� ð2Þ

where aeff is an effective isotopic fractionation factor
including the kinetic effect, ae is the equilibrium isotope
fractionation factor, D0 and D are molecular diffusivities of
isotopic vapor (H2

18O or HDO) and ordinary vapor (H2O), T
is air temperature in degree Celsius, and S is the
oversaturation function parameterized by temperature. It
was assumed that the liquid and ice phases coexist between
�20�C to 0�C, and the effective fractionation factor is
linearly interpolated between the two temperatures [Ciais
and Jouzel, 1994].
[14] For evaporation and isotopic exchange from a falling

droplet, the equations below are introduced according to
Stewart [1975]:

m
dRr

dm
¼ b Rr � gRvð Þ

b ¼ 1� m
m

; g ¼ aeh

1� m
;m ¼ ae D=D0ð Þn 1� hð Þ

ð3Þ

where m is rain droplet volume, Rr and Rv are the isotopic
ratio of rain droplet and ambient vapor, ae is the equilibrium
isotope fractionation factor, D0 and D are molecular
diffusivities of isotopic vapor and ordinary vapor, n is
degree of freedom which is assumed 0.58 [Gat, 2000], and
h is relative humidity. Equation (3) is integrated to yield

Rr ¼ e Rr0 � gRv0ð Þ m=m0ð ÞbþgRv0

h i
þ 1� eð ÞRr0

Rv ¼ q00 þ m0
0 � mRr

� �� �
=q ð4Þ

where subscript 0 indicates original values before the
isotopic effect, q0 and m0 denote vapor volume and rain
droplet volume of the isotopic species, and e is the fraction
of the droplets reaching the isotopic equilibrium state. It is
assumed that e = 45% for convective clouds and e = 95%
for stratiform clouds, which captures the behavior that
smaller drops more rapidly equilibrate [Hoffmann et al.,
2000].
[15] In convective clouds, entrained vapor at lower levels

is lifted and eventually descends after losing its buoyancy.
During its uplifting and condensation, formation of cloud
liquid water and cloud ice take place, whereas evaporation
from the particle takes place during its descent. Therefore
convection plays a key role in the vertical mixing of
isotopes in subgrid scales. In stratiform clouds, by contrast,
the volume of large-scale condensation and evaporation is
calculated downward from the top of the clouds. Isotopic
ratios of these two different types of precipitation are saved
as well as those of atmospheric vapor in each layer and
evaporation flux.
[16] IsoGSM assumes no fractionation when water evap-

otranspires over land, which is a robust assumption on
reasonably long time scales, even though there can be
significant influences on the global isotopic cycle [e.g.,
Yoshimura et al., 2006]. Separately from the proper NOAH
land surface model, all precipitation is fully mixed into
simple single bucket-type model for treatment of soil water
isotopes, which provides storage of all water species, and
consequently the isotope ratio of evapotranspiration can be
assumed to be the same as stored values. All of these
parameterizations in this section are summarized in Table 1.

2.2. Global Spectral Nudging Technique

[17] This study adopts the spectral nudging technique for
a global simulation [Yoshimura and Kanamitsu, 2008].
Fourier series coefficients of zonal waves whose physical
zonal scale is larger than the critical nudging scale L are
nudged toward those of the analysis by the nudging weight-
ing constant w defined as follows:

f l;fð Þ ¼
Xm¼M

m¼�M

A m;fð Þe
iml

A m;fð Þ ¼
Af m;fð Þ

1

wþ 1
Af m;fð Þ þ wAa m;fð Þ
� �

8<
:

mj j > 2prE cosf
L

� 

mj j � 2prE cosf
L

� 

ð5Þ

Table 1. Summary of the Isotopic Parameterizations and the

Spectral Nudging Technique

Source/Description

Isotopic Parameterizations
Equilibrium fractionation Majoube [1971a, 1971b]
Molecular diffusivity Merlivat [1978]
Ice crystal formation Jouzel and Merlivat [1984]
Open water evaporation Merlivat and Jouzel [1979]
Raindrop evaporation Stewart [1975]
Surface isotopic reservoir no fractionation, 50 mm bucket
Seawater constant (d18O = dD = 0%)

Forcings and Nudging Technique
SST and sea ice NCEP analysis
Circulation field forcing Reanalysis 2 [Kanamitsu et al., 2002b]
Nudging technique Yoshimura and Kanamitsu [2008]
Nudging variables U, V, and T
Nudging coefficient 0.9
Nudging scale 1000 km
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where f denotes a state model variable, A is the Fourier
series coefficient, and the subscript f and a indicate forecast
and analysis, respectively. l, 8, rE, m and M indicate
longitude, latitude, radius of the earth, zonal wave number,
and the truncation wave number, respectively. In this study,
w = 0.9 and L = 1000 km were used and temperature, zonal
and meridional wind components were nudged every time
step toward 6-hourly R2 data at all 28 sigma-levels. This
method only nudges zonal waves at each Gaussian latitude
because the zonal spectral nudging is slightly more effective
than the horizontally uniform-scale nudging owing to the
heterogeneous characteristics of the large-scale atmosphere
[Yoshimura and Kanamitsu, 2008]. Water vapor and the
isotope species were not nudged, and were predicted using
their conservation laws.
[18] A root mean square (RMS) difference of 500 hPa

geopotential height provides a convenient summary mea-
sure of the fit between the nudged simulation and the R2
data. The RMS difference is typically 4–7 m averaged over
all 6-hourly verification periods, which is well within the
range of observation error of radiosondes indicating that
the simulation faithfully reproduces the large-scale field of
the Reanalysis. Figure 1 shows the global distributions of
correlation in daily precipitation of the original R2
(Figure 1a) and the nudged experiment (Figure 1b) compared
with Global Precipitation Climatology Project (GPCP)

[Huffman et al., 1997], in August 1998. The daily precip-
itation was slightly improved in the nudged experiment
over entire globe mostly because of the updated physical
processes described above, but the spatial distribution is very
similar each other. These indicate that the nudging scheme
without humidity can generate similar (even better) hydro-
logic cycle as R2. For more details of the result of the spectral
nudging, see Yoshimura and Kanamitsu [2008].

2.3. Simulation Designs

[19] We chose T62 horizontal resolution (about 200 km)
and 28 vertical sigma levels for isotope simulation, the same
resolution as R2. After a spin-up period of about 10 years
with the constant 1979 forcing, the simulation was run from
1979 to 2006, the period for which R2 data is available. The
sea surface temperature and ice distribution used in R2 were
used as lower boundary conditions. The monthly averaged
precipitation isotope distributions from the simulation were
compared with Global Network of Isotopes in Precipitation
(GNIP) observations (International Atomic Energy Agency,
http://isohis.iaea.org, 2001). Daily observation data over
Thailand were taken from Yoshimura et al. [2003] for
validation of the high-frequency variability. To show
effectiveness of the nudging technique, the unnudged
simulation results with the identical model are prepared,
but only 2-year data are available owing to some resource

Figure 1. Global distribution of correlation coefficients in daily precipitation between GPCP and
(a) NCEP/DOE Reanalysis and (b) IsoGSM in August 1998.
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problems. Therefore this study mainly uses the long-term
simulation outputs from three other isotopic AGCMs ar-
chived by the Stable Water-Isotopes Intercomparison Group
(SWING) [Noone, 2006]. This comparison should be valid
for our purpose because the isotopic parameterization
schemes in those models including IsoGSM are very similar
each other. Hereafter the IsoGSM result designates that of
the nudged simulation unless specified.

3. Results and Verification

3.1. Long-Term Trend of Isotopes in Global
Precipitation

[20] Figure 2 presents the 20-year (1980–1999) time series
and climatology of global monthly mean precipitation d18O
and deuterium excess (d-excess; defined as dD-8*d18O). The
simulated values from three isotopic SWING AGCMs are
also shown. It is found that the globally averaged precipita-
tion amount of the current simulation became systematically
smaller than R2 but comparable to other models, and that
a statistically significant trend in global precipitation
(0.078 mm/day/10year) is detected in the nudged IsoGSM
simulation. The former is probably because the humidity
field was not nudged but the physical processes including
convective precipitation were improved from the R2
model. The latter is because the simulation inherited the
positive precipitation trend of R2 (as found in Figure 2),
which is caused by the positive trend in the latent heat
flux over oceans as a result of the positive trend in SST.
The latest Reanalysis products by European Centre for
Medium-Range Weather Forecasts (ECMWF), ECMWF
40-year Re-analysis (ERA40), and Japan Meteorological
Agency, JRA25, also showed strong positive trends

[Chen and Bosilovich, 2007], but some of them are known
to be a result of the bias error of the satellite observations.
Although bothWentz et al. [2007] andGu et al. [2007] found
a positive trend in oceanic global precipitation, the degree of
the trend is much smaller (about one tenth) so that we are still
not certain about credibility of the trend in Reanalysis.
However, it is important to find that the current simulation
captures the low-frequency features of the Reanalysis, indi-
cating that the nudging technique performs as expected even
in this time scale.
[21] Linear trends of the global precipitation d18O

(�0.054%/10year) and dD (�0.18%/10year) are both
slightly negative and a trend in d-excess (deuterium excess;
defined as dD-8*d18O) (0.25%/10 year) is significantly
positive. These decreasing trends in d18O and dD and the
increasing trend in d-excess are almost identical for evap-
oration and evaporative isotopes (figure not shown), indi-
cating that the water cycle is in mass balance globally, and
consequently there is almost no trend for total column vapor
and its isotopes (Figure 3). Craig and Gordon’s [1965]
formulation explains the inverse relation between long-term
averaged evaporation rate and its isotopic ratios (Appendix
A). The trends are statistically less significant for both dD
and d18O where the interannual variability is large, but the
trend is more significant in d-excess because of less the
seasonal variation has smaller amplitude.
[22] Despite model differences, both the d18O and d-

excess of our simulation are in the upper range of SWING
members. Monthly climatology of global precipitation d18O
and d-excess ranges from �7.0 to �6.5% and 8 to 10%,
respectively. Seasonality of d18O and d-excess resembles
the pattern as that of precipitation indicating the seasonality
is strongly influenced by precipitation total.

Figure 2. Monthly variation and climatology of global mean precipitation, d18O, and d-excess. Gray
lines indicate ranges of three simulations by SWING member. Gray dashed, black dashed, and black solid
lines show GPCP, R2, and IsoGSM, respectively.
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3.2. Climatology of Global Distribution of Isotopes

[23] Figure 4 shows annual climatology and difference
between winter and summer (DJF-JJA) precipitation d18O
for observation (GNIP), multimodel mean (SWING), and our
simulations with and without nudging (IsoGSM_nudged
and IsoGSM_unnudged). Note that the unnudged results
are averages of only for 2 years (1998 and 2006). The
nudged IsoGSM simulation agrees well with the observa-
tion for both annual and seasonal climatology as does the
SWING multimodel data and the unnudged IsoGSM data.
[24] The biggest difference between SWING and

IsoGSM lies over the plateau of Antarctica. As temperature
decreases in JJA, precipitation d18O increases in our simu-
lation. This is considered to be a deficiency in our model,
which is caused by the numerical scheme used for moisture
transport, and thus the error is associated with an extremely
dry condition over the area during the winter (JJA) period,
and the same problem noted in other studies [Jouzel et al.,
1987]. Fortunately, these erroneous isotopic ratios over
extremely dry regions do not influence other areas because
the mass of vapor is simply very small.
[25] Figure 5 evaluates the annual climatology and the

winter-summer difference of d18O by comparing the nudged
IsoGSM and SWING results with observations at all the
GNIP sites. Correlation coefficients between this simulation
and GNIP are 0.916 and 0.862 for annual d18O and winter-
summer difference, respectively, whereas the same metrics
show similar value ranges of 0.8460.884 and 0.7500.838,
respectively, for the SWING members. This is due to the
similarity of the isotopic parameterization schemes used in
this model and the SWING models, and this also demon-
strates common limitations of the current isotopic parame-
terization schemes.

[26] Figure 6 shows scatterplots similar to those of
Figure 5, but for d-excess. The d-excess is particularly
sensitive to kinetic processes in water surface and postcon-
densation processes, and it has more complex geographical
distribution. The agreement of d-excess to observation is
weaker than that of d18O. Correlations for annual means and
winter-summer difference are 0.389 and 0.467 in IsoGSM,
and these are in ranges of 0.4090.552 and 0.0520.524
for the three SWING simulations. In terms of agreement of
d-excess with observation, this IsoGSM simulation does not
show clear advantages over SWING simulations, even
though it is associated with the true meteorology.

3.3. Daily to Interannual Variations Over Specific
Locations

3.3.1. Daily Variations of d18O in Precipitation Over
Thailand
[27] The advantage of an experiment using observed atmo-

spheric circulation is that the analysis provides wide ranges of
time scales, and allows us to compare diurnal through inter-
annual variability with real observations. Figure 7 compares
daily precipitation isotopic ratios at three sites over Thailand.
The day-to-day variation was well captured in the IsoGSM
simulation. In all of the SWING simulations, this type of
comparison is not possible since each model generates its own
meteorology, and thus there is no direct counterpart of obser-
vations. This analysis confirms the results of Yoshimura et al.
[2003] (hereafter Y03), who found that large-scale moisture
transport is the main control of the daily isotopic variations.
[28] Y03 used the ‘‘well-mixed’’ assumption in a vertical

column and only allowed the equilibrium fractionation
during precipitation. On the contrary, the current study
incorporated more detailed vertically varying aspects of
processes controlling isotopic fractionation during precipi-

Figure 3. Same as Figure 2 but for total precipitable water. The results from MUGCM are excluded
from gray SWING lines.

D19108 YOSHIMURA ET AL.: 28 YEAR NUDGED SIMULATION FOR ISOTOPES

6 of 15

D19108



Figure 4. (a, c, e, and g) Annual average and (b, d, f, and h) seasonal difference of precipitation isotope
ratio (d18O) by GNIP observations (Figures 4a and 4b), SWING multimodel means (Figures 4c and 4d),
the nudged IsoGSM simulation (Figures 4e and 4f), and the unnudged IsoGSM simulation (Figures 4g
and 4h).
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tation without the well-mixed assumption. In these regards,
the IsoGSM simulation should be superior to Y03 in terms
of physical processes, but the correlation coefficients of the
isotopic ratio between analysis and observation were 0.33 to
0.66, which were not as good as 0.48 to 0.77 in Y03 (as seen
by gray lines in Figure 7).
[29] There seem to be two main reasons for this inferior

performance: (1) greater potential for errors in the more
complex set of moist processes incorporated into IsoGSM,
and thus captured by the isotopes, and/or (2) accuracy of
model produced precipitation. Y03 used observed GPCP
precipitation instead of Reanalysis precipitation and is likely

a key reason for their increased simulation performance. It
is known that accuracy of daily precipitation amount in
Reanalysis in low latitudinal regions is relatively poor
owing to difficulties in reproducing convective precipitation
in the forecast model [e.g., Kalnay et al., 1996]. This was
also true in the nudged IsoGSM simulation, having low JJA
daily precipitation correlations of 0.20.3 in average over
the Indochina peninsula region between Reanalysis and
GPCP (see Figure 1a for precipitation in August 1998).
This error is thus inherited in the isotope simulation,
resulting in lower correlations (see Figure 1b). As such
the isotope results expose this shortcoming in the underly-

Figure 5. Scatterplots of direct comparison of (a) annual mean and (b) seasonal departure of d18O in
precipitation for both IsoGSM (black crosses) and the three SWING members (red, green, and blue for
ECHAM, GISS, and MUGCM, respectively).

Figure 6. Same as Figure 5, but for d-excess.
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ing hydrological simulation, and identify a need to further
improve the convection parameterization in the model.
Alternatively, the results expose that observed precipitation
might need to be used as an additional constraint on the
hydrologic cycle to further improve the isotope simulations.
3.3.2. Interannual Variations of Monthly
Anomaly d18O
[30] Figure 8 shows variations in monthly anomaly of

precipitation d18O at Vienna and Bangkok. The climatology
of precipitation isotopes were reasonably well-simulated by
all isotopic AGCMs, therefore an additional value of the
new data set should lie in the reproduction of the interannual
variability. It is comforting to find that both at Vienna and
Bangkok the interannual variations are reproduced only by
the IsoGSM simulation.
[31] Table 2 shows the number of GNIP sites where

simulations credibly reproduced (positive correlation ex-
ceeding 90% significance) the d18O in monthly precipitation
and their monthly anomalies in different latitudinal regions.
It clearly shows that the IsoGSM simulation had better
accuracy in the monthly variability over all regions com-
pared with the three models in SWING. Furthermore, the
IsoGSM simulation showed drastic improvements for the
interannual variability of the monthly anomaly of precipi-
tation d18O. The largest improvement exists in midlatitudes
to high latitudes in the NH (northward of 30N), where
SWING showed an agreement of 9% with the observation
sites at best, whereas this study showed an astonishing 72%

agreement. On the other hand, over the Tropics (30S–30N)
and the SH (southward of 30S), the improvement was less
than that of the NH; from 18% to 48% and from 10% to
41%, respectively. The reason for the difference in the
improvements will be discussed in section 4.
[32] This overall success was primarily due to the use of

observed atmospheric circulation, while the other models
were inferior owing to their inability to simulate the
interannual variation of atmospheric circulation when
forced only by SST (and sea ice). It should be emphasized
that this result does not imply superiority of the isotopic
parameterization used in the current model nor improve-
ment in other dynamical and physical processes, but it does
imply the importance of atmospheric circulation.

4. Interannual Variability

[33] Above it was found that the monthly anomalies were
clearly better reproduced owing to the nudging of observed
atmospheric circulation. We are thus now well placed to
investigate the degree to which the interannual variability of
the isotopes in the observations and the simulations with
and without nudging is associated with organized patterns
of variability, such as ENSO and Annular modes.

4.1. ENSO Mode

[34] Figure 9 shows global distributions of the correlation
between monthly anomaly d18O and the multivariate ENSO

Figure 7. Daily variations of precipitation d18O at (a and b) Chiangmai, (c and d) Sukhothai, and (e and
f) Bangkok in Thailand, 1998 (Figures 7a, 7c, and 7e) and 1999 (Figures 7b, 7d, and 7f). The bars
indicate observations at three sites, and the black lines indicate IsoGSM simulations. Gray lines are the
ICM results taken from Yoshimura et al. [2003, Figure 13].
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index (MEI) [Wolter and Timlin, 1998]. The observation
showed significant positive correlation over Southeast Asia,
the maritime continents, Eastern Europe, and the tropical
Amazon. Even though the data are sparse, in the middle of
both the Pacific and Atlantic Oceans, there are also positively
correlated sites. In the SWING simulations (Figures 9c–9e),
negatively correlated regions over the equatorial eastern
Pacific Ocean are apparent, which are surrounded by
positively correlated regions over the western Pacific and
the maritime continents. There are also significantly positive
correlations in the Amazon and in northwestern Canada.
[35] These geographical patterns of anomaly correlation

between isotope variation with the ENSO index are very
similar in the IsoGSM simulation (Figure 9b), but the
signals are slightly stronger in general. Those correlations

agree well with those of GNIP, except for the sites in
western Eurasia, including three sites in Europe. The ENSO
signal, which is driven by SST variability, was prescribed in
the SWING models and faithfully reproduced in our simu-
lation owing to the spectral nudging (inherited from Re-
analysis 2). Hence the signals in the monthly anomalies in
precipitation d18O were also captured well in all SWING
models and in the IsoGSM simulation, particularly over the
Pacific Ocean. Therefore there is little gain by the nudging
of the observed atmospheric circulation in this respect. It
should be noted however that IsoGSM shows better agree-
ment with the observations over Southeast Asia, and indeed
shows some evidence for positive correlations over Europe
that do not occur in the SWING models, but are found in
observations.

Table 2. Number of GNIP Sites Where Monthly d18O and Monthly Anomaly of d18O Are > 95% Significantly Correlated With Each

SWING and IsoGSM Simulationa

Comparison with GNIP for 1980–1999

ECHAM GISS-E MUGCM IsoGSM

Correlation
NH (210) 147 171 (81%) 116 174 (83%)
Tropics (142) 68 82 (58%) 46 96 (68%)
SH (37) 22 (60%) 18 16 25 (68%)

Anomaly Correlation
NH (146) 13 (9%) 12 6 114 (78%)
Tropics (67) 9 12 (18%) 6 32 (48%)
SH (29) 1 3 (10%) 1 12 (41%)

aThe globe is divided by three regions: NH (northward of 30N), Tropics (30S–30N), and SH (southward of 30S). Total numbers of sites available for
each comparison are shown in parentheses next to the region name. The percentages to the total available sites are also shown in parentheses, but only the
best is shown for the SWING member.

Figure 8. Monthly variation of precipitation d18O anomaly at (a) Bangkok and (b) Vienna. Red lines are
GNIP, blue lines are IsoGSM, and other lines are from the three SWING members. Light pink and blue
shades indicate El Niño and La Niña periods, respectively, derived by the NINO3 index.

D19108 YOSHIMURA ET AL.: 28 YEAR NUDGED SIMULATION FOR ISOTOPES

10 of 15

D19108



4.2. AO Mode

[36] The Arctic Oscillation (AO) is one of the most
dominant atmospheric patterns in the NH. The long-term
trend is found to be closely related to this mode [Thompson
and Wallace, 2000]. The monthly AO index is defined as
the leading Empirical Orthogonal Function (EOF) to the
monthly mean 1000-hPa height (or sea level pressure)
anomalies poleward of 20� latitude for the Northern Hemi-
sphere. Figure 10 shows the observed monthly AO index
calculated by NCEP Climate Prediction Center (CPC)
(http://www.cpc.ncep.noaa.gov/products/precip/CWlink/
daily_ao_index/ao.shtml, 2008) and the same indices cal-
culated by the current and the SWING simulations. Because
of the nudging of the dynamical fields, the IsoGSM AO is
very similar to the observation (R = 0.83), whereas the
SWING members created their own variability (R =
0.060.25). More importantly, the leading frequency of
the CPC and IsoGSM lies in a range of 23 years, whereas

shorter frequency is dominant in the SWING simulations
(several months to 2 years), indicating that the simulations
forced by only SST had difficulty to reproduce the oscilla-
tion frequency.
[37] There have been studies that have shown the AO to

be linked to strong regional isotopic signals [Welker et al.,
2005; Rimbu et al., 2006; Schneider and Noone, 2007].
Figure 11 shows NH distributions of the correlation be-
tween monthly anomaly d18O and their own monthly AO
indices. The correlation between GNIP observation and
CPC’s AO index (Figure 11a) indicates that many sites in
Europe have significant positive correlations. Some nega-
tive correlations are seen over northern Canada, Greenland,
and Iceland even though the signs are not statistically
significant. There are also nonsignificant positive (negative)
correlations in northeastern (southeastern) China.
[38] The IsoGSM simulation (Figure 11b) and the

SWING simulations (Figures 11c–11e) have somewhat

Figure 9. Distribution of correlation coefficients between monthly anomaly of precipitation d18O and
MEI for (a) GNIP, (b) SWING multimodel mean, and (c) IsoGSM. In Figure 9a, correlations with
significance levels greater than 95% are indicated by circles and other sites are shown by triangles. In
Figures 9b and 9c, correlations with significance levels greater than 99% are contained by black solid
lines.
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similar distribution of signals in precipitation isotopes
derived from AO. The significantly positive signal is
commonly covering all of Europe, which agrees with the
observations. The negative signals covering the Arctic
Archipelago/Greenland are also common in the all simu-
lations, which agree with observations but the observed
signals are statistically less significant. Though the simula-
tion period is very short and therefore the statistical signif-
icance is much weaker than the others, the similar signals
are detectable in the unnudged IsoGSM simulation result
(Figure 11f). Such spatial distributions were also seen in the
coupled isotopic model integration [Schmidt et al., 2007].
However, all SWING simulations have strong positive
signals over northeastern part of the North America, but
such signals are not apparent in the observation and the
nudged IsoGSM simulation. Moreover, the observed nega-
tive correlations in southeastern China are simulated in
IsoGSM and ECHAM4 only.
[39] Unlike to the ENSO signal, there are substantial

improvements to the ability to capture the real AO signal
by nudging. It is known that the AO signal is more difficult
to reproduce than the ENSO signal in current AGCMs
forced only by SST, since the AO is more likely to be
forced internally by dynamics as compared to the ENSO
mode which is externally forced (by SST) [Feldstein, 2000,
2002]. Therefore, it can be concluded that the atmospheric
forcing in R2, which already had the realistic AO signal,
made the monthly isotopic variability more realistic over
midlatitudes to high latitudes in the NH, especially Europe,
while this is not the case in the SWING simulations because
the SST forcing along is not enough to reproduce a reliable
AO history.

[40] These findings suggest that if one requires a faithful
reproduction of the history of interannual variability in
isotopic composition, one also needs to reproduce the
atmospheric circulation with high fidelity. The findings also
suggest, however, that the use of isotope observation from
precipitation and/or ice cores, for example, may be used to
obtain information on internal interannual modes and on
making consistent analysis of atmospheric circulation.

5. Summary and Conclusions

[41] In this study, we produced a multidecadal and
globally three-dimensional stable water isotope data set.
This was accomplished by introducing the isotope fraction-
ation process into the Scripps ECPC global spectral model,
namely IsoGSM, and applying spectral nudging toward the
meteorology captured by the NCEP/DOE Reanalysis. This
procedure mimics the isotope distribution expected from a
tracer simulation tied to meteorological data assimilation,
and produces geographical distributions of isotopes more
consistent with observed atmospheric circulation than those
simulated with AGCMs forced only by observed SST. Even
though this method did not directly assimilate the isotopic
species observation, it can be regarded as a good proxy for
‘‘Isotope Reanalysis,’’ until isotope data assimilation
becomes possible. An important advantage of this proce-
dure is that the analysis provides more realistic isotope
variation for a wide range of time scales from diurnal to
interannual. Comparisons with limited station observations
and global simulation results from other isotopic AGCM
simulations showed that the current simulation agreed better
with observations in those time scales. Of particular note,
we find:

Figure 10. Monthly Arctic Oscillation indices of observation and models (IsoGSM and three SWING
members). Three-month running mean values with adjacent months are shown.
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[42] 1. Annual climatology and seasonal departure (DJF-
JJA) of precipitation d18O agreed well with the observation
data with a correlation of 0.92 and 0.86, respectively, all
slightly better than those of the previous multimodel mean.
[43] 2. Annual climatology and winter-summer difference

of precipitation d-excess were found to agree less well with
observations than d18O. The correlations with the observa-
tion were 0.39 and 0.47 for annual mean and seasonal
difference, respectively. This is likely associated with the
specific physics in the present model rather than a short-
coming of the nudging approach.
[44] 3. The accuracy of simulated daily precipitation d18O

in terms of correlations with observation ranges from 0.33
to 0.66 for three sites during the 2 years for which the
observations are available, but were consistently inferior to
those simulated by a simpler two dimensional model by
Yoshimura et al. [2003]. The reasons are considered to be
due to (1) errors in the three dimensional isotopic process
and/or (2) low accuracy of model produced precipitation.

[45] 4. The comparison of the fit of the simulated monthly
precipitation d18O in this study and three SWING model
simulations over about 390 GNIP sites revealed that the
IsoGSM simulation is most accurate in representing the
monthly variations. Much more apparent improvements
were found in monthly anomaly variability: The largest
improvement exists in the NH (northward of 30N) where
‘‘well-simulated’’ sites increased from 9% to 72%. Over the
Tropics (30S–30N) and the SH (southward of 30S), the
improvements were from 18% to 48% and from 10% to
41%, respectively.
[46] 5. In addition to the reasonable reproduction of

correlation pattern between monthly anomaly d18O and
the multivariate ENSO index, as in other models, the current
approach reproduced the Arctic Oscillation much more
correctly. This made the monthly isotopic variability more
realistic over midlatitudes to high latitudes in the NH,
especially Europe.

Figure 11. Same as Figure 10, but for correlation with the monthly AO over the NH. The correlation of
the unnudged IsoGSM simulation is additionally shown in Figure 11f. The AO index is calculated from
each model’s sea level pressure. Note that a different color bar scale is used in the unnudged IsoGSM
(Figure 11f) because the simulation period is shorter than the others.
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[47] The spatiotemporally interpolated isotope data which
are consistent with Reanalysis meteorological variables are
useful in at least two aspects; as boundary and initial
conditions for isotopic regional model simulations [e.g.,
Sturm et al., 2005], and for comparison and further analyses
of in situ and short-term isotopic observations [e.g.,
Fudeyasu et al., 2008; Uemura et al., 2008], which are
not routinely conducted.
[48] The improvement of isotope simulation in this study

confirmed that the atmospheric circulation is important in
determining its variability characteristics. This also implies
that there is potential in using isotopic observation to obtain
more accurate analysis of water transport via assimilation of
isotopic data. Specific opportunities arise in assimilating,
for instance, satellite observations of the isotopic composi-
tion of water vapor to constrain the contemporary water
cycle, and the use of small amounts of data from ice core
records to constrain simulations of glacial periods and other
historical climates.

Appendix A: Inverse Proportion Between
Evaporation Flux and Its Isotopic Ratio

[49] From Craig and Gordon’s [1965] equation, the
isotopic ratio of evaporative flux, RE, is expressed in terms
of relative humidity, h, as follows:

RE ¼ ak

Rsea=ae � hRa

1� h

where Rsea and Ra are the isotope ratios of seawater and
atmospheric vapor, respectively, ak and ae are kinetic and
equilibrium fractionation factors. A calculation for evapora-
tion flux, E, can be simplified as E = kes(1 � h), where k is
an energy exchange factor, and es is the saturation vapor
pressure. Therefore, the following equation with an inverse
proportion between E and RE can be introduced:

RE ¼ kesak Rsea=ae � Rað Þ 1
E
þ akRa
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