
Generated using version 3.0 of the official AMS LATEX template

Spatial variation in turbulent heat fluxes in

Drake Passage

ChuanLi Jiang ∗

Sarah T. Gille

Janet Sprintall

Kei Yoshimura

Masao Kanamitsu

Scripps Institution of Oceanography, UCSD

∗Corresponding author address: ChuanLi Jiang, Scripps Institution of Oceanography, 9500 Gilman Drive,

La Jolla, CA 92093-0230. E-mail: chjiang@ucsd.edu

1



ABSTRACT1

High-resolution underway shipboard atmospheric and oceanic observations collected in2

Drake Passage from 2000 to 2009 are used to examine the spatial scales of turbulent heat3

fluxes and flux-related state variables. The magnitude of the seasonal cycle of sea surface4

temperature (SST) south of the Polar Front is found to be twice that north of the Front,5

but the seasonal cycles of the turbulent heat fluxes show no differences on either side of the6

Polar Front. Frequency spectra of the turbulent heat fluxes and related variables are red,7

with no identifiable spectral peaks. SST and air temperature are coherent over a range of8

frequencies corresponding to periods between 10 hours and 2 days, with SST leading air9

temperature. The spatial decorrelation length scales of the sensible and latent heat fluxes10

are 65±3 km and 80±3 km, respectively, comparable to the scale of mesoscale eddies (6011

km) in Drake Passage. The scale of the sensible heat flux is consistent with the decorrelation12

scale for air-sea temperature differences (70±3 km) rather than either SST (153±1 km) or13

air temperature (138±2 km) alone.14

These eddy scales are often unresolved in the available gridded heat flux products.15

The Drake Passage ship measurements are compared with three recently available higher16

resolution gridded turbulent heat flux products: the European Centre for Medium-Range17

Weather Forecasts (ECMWF) high-resolution operational product in support of the Year of18

Coordinated Observing Modelling and Forcasting Tropical Convection (ECMWF-YOTC),19

ECMWF interim reanalysis (ERA-INTERIM), and the Drake Passage reanalysis downscal-20

ing (DPRD10) regional product. The decorrelation length scales of the air-sea temperature21

difference, wind speed, and turbulent heat fluxes from these three reanalysis products are22

significantly larger than those determined from shipboard measurements.23
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1. Introduction24

The Antarctic Circumpolar Current (ACC) is the dominant zonally-oriented flow of the25

Southern Ocean. It consists of multiple deep-reaching circumpolar jets, which are geostrophic26

and coincide with sharp frontal gradients in water properties. These narrow fronts separate27

the Subantarctic water mass to the north from the colder Antarctic water to the south, and28

are thought to be important for the Subantarctic Mode Water formation and the meridional29

overturning circulation (Nowlin et al. 1977; Nowlin and Clifford 1982; Orsi et al. 1995; Gille30

1999; Rintoul et al. 2001; Sprintall 2003; Lenn et al. 2007). The fronts produce energetic31

mesoscale eddies and rings (Lutjeharms and Baker Jr. 1980; Daniault and Ménard 1985;32

Chelton et al. 1990; Gille 1994; Morrow et al. 1994; Gouretski and Danilov 1994) that play an33

important role in the redistribution of momentum and buoyancy (Bryden 1979; McWilliams34

et al. 1978; Johnson and Bryden 1989; Ivchenko et al. 1996; Marshall 1997; Gille 1997; Gille35

et al. 2001; Sprintall 2003).36

The Southern Ocean’s contribution to the climate system is mediated through air-sea37

heat fluxes. On the basin-scale, air-sea heat fluxes are important because of their influence38

on water mass transformation and on the oceanic uptake of heat (e.g. Speer et al. 2000; Dong39

et al. 2007; Gille 2008). On the eddy-scale O’Neill et al. (2005, 2010) found a simple linear40

relation between monthly satellite SST anomalies and monthly scatterometer windspeed41

anomalies in several frontal regions around the global ocean, including the Agulhas Front42

in the Southern Ocean. Since SST and wind interact in part through air-sea heat fluxes,43

the existence of a simple relationship between them on small scales implies that small-scale44

variations in SST and/or wind have the potential to influence air-sea heat fluxes. A number45
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of recent studies have further explored air-sea exchange at fronts (e.g. Small et al. 2008;46

Cronin et al. 2009), and the net impact of these eddy-scale processes remains an area of47

active research.48

If mesoscale eddies and fronts play an important role in air-sea exchanges, then this49

implies that air-sea heat flux products need to resolve variations that occur over mesoscale50

lengthscales. These lengthscales can be short. The first baroclinic Rossby radius Ld, which51

sets the scale of mesoscale eddies, is estimated be between 10 and 20 km in the Southern52

Ocean (Chelton et al. 1998). Eddy variability has a wavelength 2πLd (e.g. Williams et al.53

2007), and correspondingly typical Southern Ocean eddies are between about 60 and 120 km54

in diameter (e.g. Sprintall 2003; Kahru et al. 2007).55

On the other hand, given that atmospheric storm systems can be 500 to 1000 km in56

diameter, one might wonder whether SST changes on the scale of the Rossby radius can57

have a substantive impact on basin-averaged air-sea heat fluxes or whether heat fluxes are58

instead dominated by the large-scale meteorological variations that are resolved in numerical59

weather prediction (NWP) fields. However, the heat flux data available to evaluate these60

variations have been very limited both in temporal and spatial resolution. For example,61

ocean heat flux studies often rely on surface fluxes from NWP reanalyses. These have62

typically been released at 2o resolution, so they retain no information on the 10-20 km63

scale characteristic of the Rossby deformation radius at high-latitudes. At 2o resolution, the64

decorrelation scale of the National Centers for Environmental Prediction-National Center65

for Atmospheric Research (NCEP-NCAR) reanalysis turbulent heat fluxes was found to be66

around 600 km (Dong et al. 2007), a scale typical of atmospheric storm systems.67

At present there is little agreement about the choice of surface flux products for South-68
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ern Ocean applications. Surface heat flux products for the Southern Ocean can differ by 5069

W m−2 (e.g. Dong et al. 2007). Unfortunately, the first lone flux mooring in the Southern70

Ocean was deployed only in March 2010, in contrast with the tropics which have TOGA-TAO71

(Tropical Ocean-Global Atmosphere), PIRATA (Pilot Research Moored Array in the Trop-72

ical Atlantic), and RAMA (Research Moored Array for African-Asian-Australian Monsoon73

Analysis and Prediction) moorings. As a result, to date there has been no real opportunity74

to calibrate or validate gridded flux fields for the Southern Ocean, and especially not to75

assess their spatial structure.76

The paucity of in-situ observations in the Southern Ocean leaves open a host of questions77

about the true nature of surface fluxes at high latitudes, and our objectives are to address78

some of these most basic unknown aspects of Southern Ocean air-sea fluxes. We focus79

specifically on the turbulent fluxes of sensible and latent heat, which depend strongly on80

air-sea temperature differences and on specific humidity. In our analysis we make use of81

year-round high-resolution shipboard measurements of the flux-related variables across Drake82

Passage from 2000 to 2009. Our first objective is to assess the spatial scales over which the83

turbulent fluxes vary and to ask what physical processes are likely to control small-scale84

variations in turbulent fluxes.85

As part of our analysis, we also compare the shipboard data with NWP flux estimates.86

New reanalysis efforts offer some prospect for resolving smaller scale features. For exam-87

ple recently the European Centre for Medium-Range Weather Forecasts (ECMWF) released88

more than two years (May 2008 to present) of data from their high-resolution operational89

product in support of the Year of Coordinated Observing Modelling and Forcasting Tropical90

Convection (YOTC) (Waliser and Moncrieff 2008), hereafter referred to ECMWF-YOTC .91
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Dynamical downscaling (Kanamitsu and Kanamaru 2007) offers another strategy for obtain-92

ing small-scale fluxes for specific study regions. Our second objective is thus to evaluate the93

success of these recent higher resolution NWP products at representing small-scale variations94

in surface fluxes.95

A final objective in assessing spatial scales of variability of surface fluxes is to consider96

criteria for best observing surface fluxes in the future. High-quality direct observations of97

turbulent fluxes would be useful for validating future NWP reanalyses of surface fluxes and98

future satellite-derived turbulent flux fields, and these in situ observations in turn are likely99

to improve the accuracy of flux products (Bourassa et al. 2010). Before new observing100

systems are established (whether from ships of opportunity or from moored flux arrays),101

observing system designers will benefit from knowing not only the wind and temperature102

conditions that each mooring must withstand, but also appropriate spatial sampling between103

moorings and critical temporal sampling rates.104

The paper is organized as follows. Section 2 describes the shipboard observations, the105

NWP products, the satellite measurements, and the data interpolation methods used in this106

study. Section 3 examines the mean difference between the products, the seasonal variability,107

the length scales of the state variables and their turbulent fluxes, and the spectrum and108

coherence. The discussion and conclusions are in Section 4.109
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2. Data110

a. Shipboard observations111

Shipboard meteorological and near-surface oceanographic parameters were obtained from112

the R/V Lawrence M. Gould (LMG) which traverses Drake Passage approximately 20 times113

per year in all seasons. The LMG began providing regular underway atmospheric and oceanic114

measurements in 2000 and by mid-2009 had completed 202 transects. We retained only the115

166 transects that have a northern end point near 55oS, 65oW, and we eliminated those116

transects that fall outside of the Drake Passage triangle with vertices at 65oW, 55oS; 65oW,117

62oS and 57oW, 62oS (Fig. 1). We limited our analysis to the region north of 62oS to avoid118

regions with persistent wintertime sea ice. For this work, we further narrowed our data set119

by requiring a relatively constant ship speed so that time series data collected from the ship120

sensors could be used consistently to infer spatial structure. Of the 166 transects that start or121

end near point 55oS,65oW, about 25 (15%) either did not follow straight trajectories or had122

a non-constant ship speed (likely due to field work or severe weather). In addition about123

33 transects (20%) have big chunks of erroneous data (abnormally noisy measurements,124

outliers, or missing data) due to sensor malfunction, and about 13 transects (8%) have step-125

like humidity measurements, especially during the period from 2004 to 2008. Ultimately 95126

transects were analyzed for this study, among which there are 47 north-to-south transects127

and 48 south-to-north transects (Fig. 1).128

The LMG takes about two days to complete the open ocean crossing of Drake Passage.129

Meteorological instruments sample at 1 minute intervals, thus providing about 2880 contin-130

uous measurements for each crossing. The shipboard measurements include the upper ocean131
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temperature (4 m below the surface), near surface air temperature (Tair), wind speed (Uw),132

and atmospheric relative humidity, which was converted to specific humidity (qair) using the133

Buck (1981) algorithm. Dong et al. (2006) showed that there is little bias of the Advanced134

Microwave Scanning Radiometer-EOS (AMSR-E) ocean temperature (measured at 1-2 mm135

depth) relative to in-situ temperature measured by the LMG in Drake Passage. The observed136

ocean temperature is therefore referred to as SST in this study although it is not formally137

a skin temperature. In this study we used the wind measurements from anemometer at138

30 m above the reference waterline on the port side of the ship. Wind measurements were139

corrected to 10 m using the bulk formulas embedded in the COARE3.0 algorithm (Fairall140

et al. 1996).141

From these shipboard observations of the state variables, the COARE3.0 algorithm is used142

to calculate the turbulent (latent and sensible) heat fluxes. The COARE3.0 algorithm was143

developed for wind speeds up to 20 m s−1, in contrast to the earlier COARE 2.5 algorithm144

which was valid only for wind speeds below 10 m s−1. In the 95 transects that we use,145

approximately 1% of the ship wind speed data exceed 20 m s−1 (and approximately 3% of146

observations for the 202 total transects since 2000). For latent heat flux, Ql=ρaLvCEUw(qair-147

qs), where ρa is the density of air, Lv is the latent heat of evaporation, CE is the turbulent148

coefficient of latent heat, and Uw is the 10 m wind speed. The surface specific humidity149

qs is calculated from the saturation humidity qsat for pure water at SST, qs=0.98qsat(SST),150

where a factor of 0.98 is used to take into account the effect of a typical salinity of 34 psu.151

For sensible heat flux, Qs=ρaCpChUw(SST-θ), where Cp is the specific heat capacity of air at152

constant pressure, Ch is the turbulent coefficient of sensible heat, and θ is a linear function153
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of air temperature Tair (Liu et al. 1979; Yu et al. 2004).154

b. NWP products155

We compare the shipboard measurements with three recent gridded NWP products:156

(1) The 3-hourly ECMWF-YOTC state variables and the turbulent heat fluxes from May157

2008 to April 2009, which are on a 0.5o
× 0.5o horizontal grid (Waliser and Moncrieff158

2008). We analyze only one year of this product to simplify the reconstruction of the 95159

transects (described below); (2) 6-hourly ECMWF reanalysis ERA-INTERIM state variables160

and turbulent heat fluxes from January 2000 to August 2009, which are on a 1.5o
× 1.5o

161

horizontal grid (Uppala 2007; Simmons et al. 2007); and (3) hourly Drake Passage reanalysis162

downscaling (DPRD10) state variables and turbulent heat fluxes on a 10 km×10 km grid163

that we computed for this study for a 12-month period from 1 May 2008 to 30 April 2009.164

Note that gridded products (1) and (3) do not cover the full time period covered by the ship165

measurements.166

The DPRD10 is similar to the CARD10 (California Reanalysis Downscaling at 10 km)167

that was produced for the California current region with some improvement in the boundary168

conditions and model physics (Yoshimura and Kanamitsu 2009; Kanamitsu et al. 2010).169

Small-scale features are generated by forcing a high-resolution regional atmospheric model170

with large-scale NCEP-NCAR reanalysis fields on the domain boundaries. For the California171

downscaling CARD10, daily SSTs from ECMWF reanalysis (1o
× 1o) were used (Fiorino172

2004; Kanamitsu and Kanamaru 2007). Here, to improve the resolution of the SST forcing173

in the DPRD10 reanalysis, we employed daily 0.25o
×0.25o resolution optimum interpolation174
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SST analysis Version 2 (Reynolds et al. 2007). This SST product uses both the Advanced175

Very High Resolution Radiometer (AVHRR) infrared satellite, which has good coverage in176

cloud-free regions near land, and the AMSR-E satellite, which can see through the year-177

round clouds in the Southern Ocean. This high resolution SST product was shown to agree178

with observations (Reynolds and Chelton 2010) and in our tests it improves the small-scale179

resolving skill in DPRD10 relative to SST from ECMWF reanalysis.180

While the SST fields used by NWP products come from independent sources, they are181

released as part of the NWP products; hereafter they are referred to as ECMWF-YOTC182

SST, ERA-INTERIM SST, and DPRD10 SST, respectively.183

c. Satellite measurements184

We also compare the shipboard observations with satellite measurements of SST and185

winds. For SST we consider the daily 0.25o
× 0.25o AMSR-E microwave SST product from186

June 2002 to August 2009 (http://www.ssmi.com). AMSR-E is a multi-channel, multi-187

frequency, passive microwave radiometer system. It was launched on the National Aeronau-188

tics and Space Administration (NASA) Aqua spacecraft on May 4, 2002. It provides sea189

surface temperature through almost all types of clouds.190

For wind we use two products. The first is daily 1o
× 1o Center for Ocean-Atmospheric191

Prediction Studies (COAPS) QuikSCAT wind speed from January 2000 to August 2009192

(Pegion et al. 2000), hereafter referred to as Q-COAPS. Q-COAPS wind speed at 10 m uti-193

lizes a direct minimization approach with tuning parameters determined from Generalized194

Cross-Validation and QuikSCAT satellite observations filtered by the Normalized Objective195
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Function (NOF) rain flag. The second wind product is daily 0.25o
×0.25o Physical Oceanog-196

raphy Distributed Active Archive Center (PODAAC) Level 3 QuikSCAT wind speed from197

January 2000 to August 2009, hereafter referred to as Q-PODAAC. Q-PODAAC wind speed198

determines rain probability by using the Multidimensional Histogram (MUDH) Rain Flag-199

ging technique (Huddleston 2000).200

d. Constructing transects from gridded products201

Gridded products provide synoptic Eulerian maps, while ship transects are not strictly202

synoptic, because the ship takes approximately two days to cross Drake Passage. To make203

them comparable, we used linear interpolation to construct 95 transects from each of the204

six gridded products described in Sections 2b and 2c. Each gridded product was linearly205

interpolated in longitude, latitude, and time to construct 95 transects representing the same206

times and locations as the ship sampling. For gridded products that roughly cover the207

same 10-year period (January 2000 to August 2009) as the ship measurements, such as208

ERA-INTERIM, Q-COAPS, and AMSR-E (which starts only in June 2002 but is otherwise209

complete), these 95 transects were constructed to coincide exactly in time with the ship210

measurements. For gridded products available only for the 12-month period from May 2008211

to April 2009 (ECMWF-YOTC and DPRD10), the 95 transects were constructed to match212

only the day-hour of the ship observations in any individual year, under the assumption that213

the year-to-year variability in ECMWF-YOTC and DPRD10 has no significant effect on the214

mean and variance or decorrelation scales. This assumption is re-examined by using a subset215

of 11 ship transects concurrent with the exact period when ECMWF-YOTC and DPRD10216
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are available.217

3. Results218

a. Mean differences and the variance219

To evaluate the shipboard data in comparison to gridded NWP and satellite products, we220

first present the mean differences. In this study, we use the ship-measured state variables and221

the calculated turbulent fluxes from these variables as reference data. In our discussion, the222

differences are reported as the NWP or satellite product minus the shipboard measurement.223

The ship-derived fluxes are generally thought to be reliable, but there are two issues224

that could limit their fidelity. First, the relative difference between the wind and the ocean225

current should be used to calculate the turbulent heat fluxes, and this is effectively what a226

scatterometer does (Kelly et al. 2001; Bourassa 2006). The impact of the ocean current on the227

turbulent heat fluxes depends on the ratio of the ocean current component in the direction of228

the wind to the wind speed itself. In the tropical Pacific near the Intertropical Convergence229

Zone, where the ocean currents are strong and winds are weak, the ocean currents can have230

a significant impact on the accuracy of the turbulent heat flux calculation (Kelly et al. 2001;231

Jiang et al. 2005). In contrast, in the Drake Passage both the ocean currents and the winds232

are strong. Lenn et al. (2007) found the depth-averaged ocean currents in the Drake Passage233

are dominantly zonal with velocity speeds of up to 40 cm s−1. Assuming this maximum ocean234

current occurs at all locations and at all times across Drake Passage, then the maximum235

influence of the ocean currents is 2.0±0.4 W m−2 for latent heat flux, and -0.7±0.4 W m−2
236
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for the sensible heat flux. These upper bounds on errors due to ocean currents are within the237

uncertainties of the turbulent heat fluxes derived from the in-situ measurements. We also238

note that NWP products do not take the ocean currents into account in computing wind239

stress. Therefore, in this study, the effect of the ocean current is not included in the turbulent240

heat flux calculation. Secondly, as noted above, the COARE 3.0 algorithm was developed241

for wind speeds up to 20 m s−1, and in the 95 transects we employed here, approximately242

1% of the wind speed data exceed this 20 m s−1 wind speed limit, with maximum observed243

winds reaching up to 27 m s−1. In contrast to winds, other flux-related variables are within244

the tested ranges of the COARE 3.0 algorithm. For instance, within the ensemble of 95245

transects, specific humidity values range from 1.4 to 7.3 g kg−1. The air-sea temperature246

difference (δT=SST-Tair) ranges from −6.4oC to 9.9oC, and turbulent heat fluxes range from247

-289.9 to 154.0 W m−2.248

The mean differences between the 95-transect averaged turbulent heat fluxes and the flux-249

related variables are shown in Table 1 (top section). Differences between ship and reanalysis250

air temperature and air-sea temperature difference are near zero for ECMWF-YOTC and251

DPRD10, while ERA-INTERIM has a cold bias in air temperature and a warm bias in the252

air-sea temperature difference (Table 1). The wind speeds of the ERA-INTERIM, DPRD10,253

and Q-PODAAC are weak compared to the ship measurements. The latent heat flux for the254

three NWP products are stronger compared to the latent heat flux derived from the ship255

data, indicating greater heat release from the ocean to atmosphere in the NWP products.256

Only 11 ship transects are available during the year for which we consider ECMWF-257

YOTC and DPRD10 data. To illustrate the effect of the unresolved interannual variability,258

the bottom section of Table 1 shows mean differences for the 11 ship transects that are259

12



coincident in time with the 2008-2009 reanalysis. The smaller number of transects results260

in larger error bars compared to the mean differences for the averaged 95 transects, and261

hence the mean differences of the state variables and fluxes of these NWP products are not262

significantly different, and are also within the accuracy of the ship measurements.263

Table 2 shows the standard deviation of the differences between ship data and the re-264

constructed transects. Standard deviations σ are computed for each transect and values265

reported are the mean σ and standard error of σ for the full ensemble of 95 transects (top266

section) or the 11 transects in 2008-2009 (bottom section). The reconstructed NWP and267

satellite products are much smoother than the ship measurements, especially for the turbu-268

lent heat fluxes (Figure 2), and hence their variances are significantly different from the ship269

measurements (Table 2). Compared to higher resolution NWP products (ECMWF-YOTC270

and DPRD10), ERA-INTERIM shows smaller variances. AMSR-E SST compares the best271

with the variability of the ship SST measurement.272

The COARE 3.0 algorithm for the turbulent heat fluxes is not identical to the effective273

bulk flux algorithms used in NWP models. Therefore we plugged the NWP flux-related vari-274

ables into the COARE 3.0 algorithm to examine the effect of using the COARE 3.0 algorithm275

on the mean differences and the variability of turbulent heat fluxes. In all cases using the276

COARE 3.0 algorithm with NWP products (ECWMF-YOTC(C), ERA-INTERIM(C), and277

DPRD10(C)) results in smaller mean differences than were found from the NWP-derived278

turbulent heat fluxes. A similar result was reported in the tropical Pacific (Jiang et al.279

2005). The smaller mean differences can result from a couple of possible factors. First, the280

built-in turbulent flux parameterization used by the NWP models can differ substantially281

from the the COARE 3.0 algorithm (Renfrew et al. 2002; Dong et al. 2007). Secondly, the282

13



turbulent heat fluxes from COARE 3.0 algorithm are calculated from 6-hourly averages and283

not from the state variables computed at each model time step. The effect of using different284

bulk algorithms might contribute to the magnitude of the fluxes. Use of the COARE 3.0285

algorithm did not impact the variability (Table 2). However, it does not contribute to the286

along-transect standard deviation (Table 2).287

b. Seasonal cycle288

Drake Passage Expendable Bathythermograph (XBT) temperature measurements from289

the top 100 m of the water column show a distinct seasonal cycle (Sprintall 2003). The290

temperature tendency and net heat flux (the sum of the shortwave, longwave, and turbulent291

heat fluxes) in the area-averaged heat budget also show significant seasonal cycles in the292

Southern Ocean (Sallée et al. 2006; Dong et al. 2007). However, to our knowledge there has293

been no systematic examination of the seasonality of the turbulent heat fluxes or flux-related294

state variables using the in-situ measurements in the Drake Passage. We here present the295

seasonal cycles of the ship-board measurements and the NWP and satellite products.296

Fig. 2 shows the time series of the derived turbulent fluxes and the observed flux-related297

state variables for two transects: one from a warm season (March 2003, solid lines) and298

one from a cold season (September 2002, dashed lines). Two reconstructed ECMWF-YOTC299

transects during summer (March 2009) are also shown for comparison. Note that variables300

in Fig. 2 are plotted as a function of time but could also be plotted as a function of distance.301

The sea surface temperature and air temperature show a distinct drop from north to south302

(Fig. 2a) beginning after about 20 hours, indicating the ship’s crossing of the Polar Front.303
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The mean latitude of the Polar Front is around 58.5oS (shaded area in Fig. 1). Wind speed304

does not show an obvious change at the position of the Polar Front. However, wind speed305

varies abruptly as a result of storms or gusts, and wind speed variance is higher north of the306

Polar Front than south (Thompson et al. 2007).307

In general March temperatures are warmer than September temperatures (Fig. 3), but308

the SST gradient is sharper around the Polar Front in September compared to March.309

Temperatures in March and September are presented here to show the contrast. XBT data310

show that the temperature drop at the location of the Polar Front is often detectable through311

at least the top 800 m of the ocean (Sprintall 2003). For the transects shown in Fig. 3, the312

air-sea temperature difference drops more abruptly across the Polar Front in winter than in313

summer (Fig. 2d), with correspondingly greater winter sensible heat flux (Fig. 2e). Both314

summer and winter specific humidity decrease from north to south across the Drake Passage,315

and the decrease in winter specific humidity is sharper at the front (Fig. 2b). This results in316

an abrupt increase in winter latent heat flux (Fig. 2e), while summer latent heat flux seems317

to be closely related to the stronger winds during this transect (Fig. 2c).318

Fig. 2 suggests that the state variables and the turbulent heat fluxes both undergo some319

seasonal variability. To examine their seasonality in detail, we least-squares fitted the 1o
320

latitude-binned observations to a sinusoidal seasonal cycle. The amplitude of the seasonal321

cycle of the shipboard sensible (Fig. 4) and latent (Fig. 5) heat fluxes and the flux-related322

variables vary with latitude (black lines, left panels). The amplitude of the seasonal cycle of323

SST (Fig. 4a) south of the mean position of the Polar Front (58.5oS) is twice the amplitude324

north of the front (about 2oC compared to 1oC). The stronger seasonal cycle of SST south325

of the front is because the SST is influenced by the warm surface water that forms in the326
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austral summer (March to April) on top of the cold Antarctic Surface Water (AASW) in the327

winter (September to October) (Sprintall 2003). South of the Polar Front, the amplitude328

of the air temperature and SST seasonal cycles are comparable. In contrast, north of the329

Polar Front air temperature has a larger seasonal cycle than does SST (Fig. 5a,b). The330

cause for this is likely related to the much shallower mixed-layer depth south of the Polar331

Front. None of the other atmospheric variables in Figs. 4 and 5 show the sharp transition332

in the amplitude of seasonal cycle at the Polar Front, implying that oceanic processes likely333

govern the seasonal cycle of SST.334

The amplitude of the shipboard air-sea temperature difference (δT ) seasonal cycle varies335

from 0.5 to 1.2 oC (Fig. 4c), but does not show the same latitudinal structure as SST or336

Tair. The amplitude of the seasonal cycle of the sensible heat flux is similar to δT , and337

ranges from 3 to 21 W m−2 (Fig. 4d). The seasonal cycle of the sensible heat flux peaks338

around 57oS - 58oS, where the Polar Front is located, suggesting that the front likely plays339

a significant role in the air-sea interaction and the water mass formation in the Southern340

Ocean.341

The amplitude of the seasonal cycle of specific humidity varies from ∼ 0.8 g kg−1 in342

the north to ∼ 0.6 g kg−1 in the south (Fig. 5b). The seasonal cycle of the wind speed is343

weak compared with the mean wind speed, with an amplitude of less than 1.5 m s−1 at all344

latitudes (Fig. 5a), in agreement with scatterometer winds (Gille 2005). The amplitude of345

the seasonal cycle of the latent heat flux (Fig. 5c) show a similar magnitude and pattern346

to the sensible heat flux (Fig. 4d), except for latitudes around the sea ice edge where the347

latent heat flux shows a slightly smaller amplitude.348

In contrast to the amplitudes, the phases of the shipboard turbulent heat fluxes and349
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flux-related variables vary little with latitude (Fig. 4, Fig. 5, black lines, right panels), with350

the exception of wind speed (Fig. 5a). Wind speed has a small seasonal cycle (within one351

standard deviation) and can peak at any month of the year. For the different wind products,352

the phase does not differ significantly within two standard deviations. The SST seasonal353

cycle peaks mainly in April and May (Fig. 4a), consistent with the upper 100 m XBT tem-354

peratures (Sprintall 2003). Both the seasonal cycle of air temperature (Fig. 4b) and specific355

humidity (Fig. 5b) peak in May, just after the ocean temperature peaks. This provides356

further evidence to support the hypothesis that the seasonal cycle of ocean temperature is357

mainly controlled by oceanic processes rather than being driven by atmospheric processes.358

Unlike SST and air temperature, the air-sea temperature difference peaks from December to359

January (Fig. 4c). The turbulent heat fluxes peak from May to August, and show a distinct360

dependence on latitude (Fig. 4d, Fig. 5d).361

Compared to the ship measurements, all three NWP products show the same 2oC am-362

plitude in the seasonal cycle of SST south of the Polar Front; however, they show larger363

amplitudes north of the front (Fig. 4a). In addition, south of the Polar Front, the ampli-364

tudes of the seasonal cycle of air temperature in the NWP data are smaller than in the ship365

measurements (Fig. 4b). The amplitude of the specific humidity in DPRD10 is smaller than366

the ship measurements around and south of the Polar Front (Fig. 5b). For the air-sea tem-367

perature difference (Fig. 4c) and the turbulent heat fluxes (Fig. 4d, Fig. 5c), the amplitudes368

of the three NWP products are significantly smaller than the ship measurements around the369

Polar Front.370
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c. Temporal and spatial scales371

The autocorrelation function (ACF) allows us to determine the predominant temporal372

and spatial scales over which a variable decorrelates. We compute ACFs as a function of t,373

where t can be interpreted either as time or along-track distance.374

Published studies have used a variety of definitions for determining the decorrelation375

scale. One simple definition is the time or space lag τ0 at which the ACF crosses zero. As376

illustrated in Fig. 6, the first zero crossing (τ0) is not always a robust indicator of the ACF.377

In Fig. 6, ACF1 and ACF2 represent the autocorrelation functions for the sensible heat378

fluxes from ship measurements and ERA-INTERIM, which we will address in more detail379

below. Although ACF1 and ACF2 have the same zero crossing scales (τ0), they decorrelate380

at different rates before crossing zero. The integral scales τ1 and τ2 more precisely distinguish381

ACF1 and ACF2 (Fig. 6). For this study, we therefore use the integral scale, τ , derived by382

integrating the ACF with respect to the time/space lags from a lag of zero to the first zero383

crossing, that is, τ =
∫ τ0

0
ACFdt.384

Since the ship requires 2 days to traverse the 800 km wide Drake Passage, we used NWP385

products to evaluate whether variability measured in the ship transects was more represen-386

tative of spatial or temporal fluctuations. We calculated the temporal and spatial scales387

directly from the gridded ECMWF-YOTC and ECMWF-INTERIM variables along 65oW388

without interpolating to the ship tracks. We found that the transect-mean spatial scales389

along 65oW agree within error bars with the scales calculated from the 95 transects recon-390

structed along the ship transects from gridded products, while the fixed-position temporal391

decorrelation scales differed substantially from temporal decorrelation scales inferred from a392
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moving ship position with the NWP data. Therefore, we interpret the decorrelation scales393

as representing only spatial scales.394

The ACFs of SST (Fig. 7a) and air temperature (Fig. 7b) are similar in shape. However,395

the ACF for air-sea temperature difference (Fig. 7c) drops more abruptly with distance,396

implying a smaller decorrelation scale. There are no obvious differences between summer397

and winter ACFs for the flux-related variables, except for SST and the air-sea temperature398

difference that results in a difference in the sensible heat flux ACF (not shown).399

Compared to the ship-derived ACFs, NWP-derived ACFs of air-sea temperature dif-400

ference (Fig. 7c) and wind speed (Fig. 7e) decrease more slowly, implying much larger401

decorrelation scales. These long scales appear to translate into long decorrelation scales for402

latent and sensible heat fluxes (Fig. 7d, g).403

Short decorrelation scales indicate small scale variability (or noise). As shown in Fig.404

7, the decorrelation scale of the sensible heat flux coincides with the air-sea temperature405

difference, which is much smaller than either the scale of SST or air temperature. The 95406

transect-averaged decorrelation scales of the turbulent heat fluxes and the flux-related state407

variables from different products are shown in Table 3. The uncertainties in these scales were408

estimated using a bootstrapping method with 500 subsamples (Diaconis and Efron 1983).409

Consistent with Fig. 7, the air-sea temperature difference has a much smaller decorrelation410

scale than either SST or Tair, mainly because of the effect of the Polar Front. The front411

results in a big temperature drop from north to south in both SST and air temperature412

(e.g., Fig. 2a), but not in the air-sea temperature difference (e.g., Fig. 2d). The shipboard413

wind speed (72± 4km) and the air-sea temperature difference (70± 3km) have the smallest414

decorrelation scales among the four state variables, while SST, Tair, and qair all have scales415

19



larger than 120 km (Table 3). The decorrelation scales of the latent (80± 3km) and sensible416

(65 ± 3km) heat fluxes are strongly influenced by the shortest scales in the input variables,417

that is, the wind speed and the air-sea temperature difference.418

The decorrelation scales of the satellite products are generally comparable with the ship-419

board measurements (Table 3 top section). The scale of the spatially gridded AMSRE SST420

is 160 ± 1 km. The scale of the QuikSCAT wind speed Q-PODAAC is 89 ± 4 km, which is421

smaller than the scale of Q-COAPS (112 ± 4 km). Both the Q-PODAAC and the DPRD10422

wind speeds show scales comparable with the in-situ measurements.423

As suggested by Fig. 7, the decorrelation scales of the turbulent heat fluxes and flux-424

related variables (wind speed and air-sea temperature difference) from the three NWP prod-425

ucts are generally larger than the scales derived from in-situ measurements (Table 3 top426

section). For example, the decorrelation scale of the air-sea temperature difference of ERA-427

INTERIM is about 41 km larger than that from shipboard measurements, and the scale of428

ERA-INTERIM wind speed is about 36 km larger. These significant differences in the state429

variables result in about 32-44 km larger decorrelation scales of the turbulent heat fluxes430

compared to the ship measurements. Compared to ECMWF-INTERIM, ECMWF-YOTC431

does a better job at resolving the small-scale variability. The decorrelation scale of the air-sea432

temperature difference and wind speed of DPRD10 are the smallest among the three recent433

NWP products (Table 3 top section), which indicates that the high-resolution atmospheric434

model does indeed show skill in resolving small scales.435

To examine the effect of the year-to-year variability in ECMWF-YOTC and DPRD10,436

the decorrelation scales for the 11 transects with exactly concurrent shipboard and NWP437

products are shown in Table 3 bottom section. Again the smaller numbers of transects result438
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in larger error bars compared to the averaged 95 transects decorrelation scales (Table 3 top439

section). However, DPRD10 shows significantly smaller scales in the air-sea temperature440

difference and turbulent heat fluxes than ECMWF-YOTC, implying that DPRD10 has the441

potential to resolve small-scale features in the near-surface state variables.442

d. High frequency variability443

To determine if there is a preferential scale in the higher frequency and wavenumber444

domain (< 2 days and <800 km) in the turbulent heat fluxes and the flux-related variables,445

we compute frequency/wavenumber spectra (Fig. 8a, b). Furthermore, we calculated the446

coherence between SST and air temperature in order to examine their interrelations (Fig. 8c,447

d). We carried out the coherence analysis in two ways: first using the 95 transects ordered448

temporally in the order the measurements were collected, and second using the 95 transects449

ordered geographically, with the first record beginning at the northermost point at 55oS. We450

found that the temporal ordering produced higher coherence, and therefore results presented451

here are based on that analysis.452

We first compute a time mean as a function of latitude by averaging all transects. From453

each transect, we then subtract the time mean to obtain a spatially detrended transect,454

and we apply a fast Fourier transformation. The frequency spectrum is then the sum of the455

squares of the Fourier components at each frequency divided by 95. In constructing the error456

bars, each of the 95 transects is treated as an independent realization. This assumption of457

independence is justifiable because the transects cover all seasons of the year with consecutive458

transects typically separated in time by 2-6 weeks, and each transect takes about two days459
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to complete.460

The spectra of the derived turbulent fluxes and the flux-related variables from ship-461

board measurements are fairly smooth, except for the high frequencies, in agreement with462

that suggested for high-resolution spectra by Haren and Gostisux (2009). SST and Tair (Fig.463

8a) spectra are red except at high frequencies, corresponding to time periods less than 15464

minutes. At these highest frequencies the spectra are white, implying the presence of white465

noise. The slope of the spectra for air temperature is higher than that of the SST, suggesting466

higher energy at high frequencies for air temperature. Although the shipboard shortwave467

radiation has a significant diurnal cycle (not shown), there are no significant diurnal peaks468

in the energy power density of the turbulent fluxes and the other flux-related variables (not469

shown). Using Argo float temperatures and AMSR-E SSTs, Gille (2009) also found the470

diurnal cycle to be small in the Southern Ocean.471

The slopes of the spectra for the fluxes (not shown) and flux-related variables are very472

similar to those shown for SST and air temperature (Fig. 8a,b). The power spectral density of473

sensible heat flux is generally higher than the latent heat flux at all frequencies. Because the474

reported temporal resolution of ERA-INTERIM, ECMWF-YOTC and DPRD10 variables475

are 6 hourly, 3 hourly, and hourly, they can only resolve frequencies lower than 2, 4, and 12476

cycles per day, respectively.477

SST and Tair are coherent over a range of frequencies corresponding to periods between478

∼ 10 hours and 24 hours (Fig. 8c), with SST leading air temperature (Fig. 8d). For the479

47 north-to-south transects, SST always leads air temperature for periods between ∼ 10480

hours and 24 hours. In contrast, for the 48 south-to-north transects, SST always leads air481

temperature for periods between ∼ 12 hours and 16 hours. The phase lag between SST482
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and air temperature at the daily cycle is close to zero (not shown). Similarly, SST and air483

temperature for all three NWP products are significantly coherent for frequencies < 1 cycle484

in 12 hours, although the coherence between DPRD10 SST and air temperature drops off485

more slowly, between 12hour and 6hour time periods (Fig. 8c).486

4. Summary487

This is one of the first studies to evaluate the small-scale variations in air-sea turbulent488

heat fluxes near eddies and fronts in the Southern Ocean. The scales of the turbulent heat489

fluxes and flux-related state variables are evaluated using shipboard measurements from 2000490

to 2009 in the Drake Passage. These meteorological observations are unique as the repeat491

transect provides the only lengthy, year-round time series in the Southern Ocean. These492

in-situ data are compared against three recent NWP products and two satellite products.493

The magnitude of the observed SST seasonal cycle south of the Polar Front is twice494

that north of the Polar Front. This strong SST seasonal cycle south of the front appears to495

be associated with the mixed-layer depth variability. In the summer, warm surface water496

forms on top of the year-round cold AASW, likely resulting in the larger variability of the497

mixed-layer depth south of the Polar Front. No dependence on latitude was found in other498

observed variables or in the derived turbulent heat fluxes, which supports the speculation499

that the ocean physical processes govern the seasonal cycle of SST south of the Polar Front.500

Frequency spectra of the turbulent heat fluxes and the flux-related variables are red, with no501

identifiable spectral peaks. The air temperature and SST are coherent for periods between502

10 hours and 2 days, with SST leading air temperature.503
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The decorrelation length scale of the latent heat flux is found to be 80±3 km, and the504

decorrelation length scale of the sensible heat flux is 65±3 km. These scales appear to co-505

vary with the smallest scales of the flux-related state variables, that is, the wind speed (72±3506

km) and the air-sea temperature difference (70±3 km). This has important implications.507

First, the scales are consistent with typical Southern Ocean eddies, which are between 60508

and 120 km in diameter (Sprintall 2003; Kahru et al. 2007). This finding implies that the509

mesoscale ocean eddies have the potential to play an important role in the air-sea exchange510

in the Southern Ocean. Secondly, these scales provide important numbers to evaluate the511

numerical models used for air-sea interaction studies in the Southern Ocean to gain a better512

understanding of air-sea interaction mechanisms. The spatial scales of variability of surface513

fluxes assessed from this study provide useful criteria for best observing surface fluxes in the514

future. For example, moorings spaced as closely as 65 to 80 km apart are likely to have fully515

uncorrelated turbulent heat fluxes. Replacing the NWP built-in bulk algorithms with the516

COARE 3.0 algorithm appears to reduce the differences between the mean turbulent heat517

fluxes from in-situ data and fluxes from NWP data. However we do not have validation518

data to assess whether the COARE 3.0 algorithm is more accurate than those built-in to the519

NWP products, since direct flux observations have not yet been collected in the Southern520

Ocean.521

Compared to the ship measurements, all three recent NWP products show a larger am-522

plitude of SST seasonal cycle north of the Polar Front, which results in a smaller north-south523

difference in the amplitude of the SST seasonal cycle. The NWP products also show smaller524

amplitude of the seasonal cycle of air-sea temperature difference and turbulent heat fluxes525

than the ship measurements near the Polar Front. The spectra of the products are similar526
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to those from ship measurements. Air temperature and SST for the three NWP products527

are coherent for low frequencies, with air temperature leading SST for ECMWF-YOTC528

and ECMWF-INTERIM. The NWP products generally lose too much latent heat from the529

ocean to the atmosphere. Compared to the ship measurements, all three NWP products530

have larger scales, especially for wind speed, air-sea temperature difference, and turbulent531

heat fluxes. The satellite SST and windspeed products generally agree more closely with532

ship data than do the NWP products. Satellite SSTs from AMSRE have a scale comparable533

to that found in ship measurements, and satellite winds for Q-PODAAC have comparable534

scales with measured wind speed.535
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List of Tables

1 Mean and the standard error of 95-transect averaged (top section) and 11-

transect averaged (bottom section) turbulent fluxes and flux-related state

variables from the ship measurements (row 1). The standard error equals the

standard deviation divided by square root of the number of the observations

(95 or 11). Bias and standard error of the difference of transect averaged seven

state variables from ECMWF-YOTC, ERA-INTERIM, DPRD10, Q-COAPS,

Q-PODAAC, and AMSR-E relative to ship measurements (rows 2-7). Bias

and standard error of the difference of the turbulent heat flux estimations from

ECMWF-YOTC, ERA-INTERIM, and DPRD10 using COARE 3.0 algorithm

(rows 8-10). 35

2 Standard deviation of 95-transect averaged (top section) and 11-transect av-

eraged (bottom section) turbulent fluxes and flux-related state variables from

the ship measurements (row 1). Here standard deviation, σ, is computed for

each transect, and reported values represent the mean and standard error of

σ for the ensemble of transects. Variables are as specified in Table 1 36

3 Decorrelation scales (in kilometers) for 95-transect averaged (top section) and

11-transect averaged (bottom section) SST, air temperature Tair, specific hu-

midity qair, 10 m wind speed Uw, air-sea temperature difference SST-Tair,

latent heat flux Ql, and sensible heat flux Qs. Error bars are one standard

deviation of 500 subsamples using a bootstrapping method. 37
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Table 1. Mean and the standard error of 95-transect averaged (top section) and 11-transect
averaged (bottom section) turbulent fluxes and flux-related state variables from the ship
measurements (row 1). The standard error equals the standard deviation divided by square
root of the number of the observations (95 or 11). Bias and standard error of the difference
of transect averaged seven state variables from ECMWF-YOTC, ERA-INTERIM, DPRD10,
Q-COAPS, Q-PODAAC, and AMSR-E relative to ship measurements (rows 2-7). Bias and
standard error of the difference of the turbulent heat flux estimations from ECMWF-YOTC,
ERA-INTERIM, and DPRD10 using COARE 3.0 algorithm (rows 8-10).

SST oC Tair,
oC δT , oC qair, g kg−1 Uw, m s−1 Ql, W m−2 Qs, W m−2

95-transect averaged

Ship 2.7±0.2 2.9±0.3 -0.2±0.2 4.1±0.1 9.7±0.5 -17.7±3.3 1.4±3.2
ECMWF-YOTC -0.1±0.1 -0.2±0.3 0.1±0.3 -0.1±0.1 -0.5±0.6 -6.0±4.7 1.8±3.9
ERA-INTERIM -0.1±0.1 -0.3±0.1 0.2±0.1 -0.1±0.0 -0.9±0.4 -4.4±1.9 -0.4±1.9
DPRD10 0.1±0.1 -0.0±0.3 0.1±0.3 -0.1±0.1 -0.7±0.6 -9.3±4.5 3.6±3.8
AMSR-E -0.0±0.1
Q-COAPS -0.4±0.5
Q-PODAAC -1.4±0.5
ECMWF-YOTC(C) -5.5±4.6 1.1±3.9
ERA-INTERIM(C) -1.5±1.8 -0.3±1.9
DPRD10(C) -1.5±4.3 2.3±3.7
11-transect averaged

Ship 2.7±0.4 3.4±0.5 -0.7±0.5 10.8±1.1 4.2±0.2 -16.0±8.9 7.2±6.8
ECMWF-YOTC -0.2±0.2 -0.8±0.4 0.6±0.3 -1.1±1.1 -0.4±0.1 -10.8±5.2 7.4±6.3
DPRD10 0.0±0.3 -0.4±0.5 0.4±0.5 -1.5±1.3 -0.1±0.2 -10.2±7.9 0.2±7.5
ECMWF-YOTC(C) -10.3±5.1 -5.6±5.4
DPRD10(C) -1.8±7.7 -1.2±7.3
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Table 2. Standard deviation of 95-transect averaged (top section) and 11-transect averaged
(bottom section) turbulent fluxes and flux-related state variables from the ship measurements
(row 1). Here standard deviation, σ, is computed for each transect, and reported values
represent the mean and standard error of σ for the ensemble of transects. Variables are as
specified in Table 1
.

SST oC Tair,
oC δT , oC qair, g kg−1 Uw, m s−1 Ql, W m−2 Qs, W m−2

95-transect averaged

Ship 2.2±0.4 2.1±0.6 1.1±0.4 0.6±0.2 2.9±0.9 19.3±9.8 15.7±8.1
ECMWF-YOTC 0.7±0.2 1.2±0.5 1.3±0.5 0.5±0.3 3.6±1.2 27.2±13.7 19.9±9.3
ERA-INTERIM 0.7±0.2 0.8±0.2 0.9±0.2 0.2±0.1 2.2±0.8 13.6±6.4 12.6±5.8
DPRD10 0.8±0.2 1.3±0.5 1.3±0.5 0.6±0.2 3.6±1.1 28.5±11.1 20.8±9.2
AMSR-E 0.5±0.1
Q-COAPS 2.6±0.8
Q-PODAAC 3.1±1.1
ECMWF-YOTC(C) 26.4±12.9 20.0±9.4
ERA-INTERIM(C) 13.6±6.2 12.9±5.7
DPRD10(C) 26.1±10.9 20.2±9.3
11-transect averaged

Ship 2.3±0.5 2.3±0.3 1.0±0.4 0.6±0.2 2.7±1.0 20.1±10.8 15.8±7.7
ECMWF-YOTC 0.7±0.2 1.2±0.5 1.2±0.5 0.5±0.3 3.4±1.2 26.6±14.0 19.4±9.3
DPRD10 0.7±0.2 1.0±0.4 1.0±0.5 0.5±0.2 2.9±0.9 35.3±15.0 20.2±7.5
ECMWF-YOTC(C) 15.3±6.9 12.9±4.6
DPRD10(C) 20.5±9.2 16.2±8.4
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Table 3. Decorrelation scales (in kilometers) for 95-transect averaged (top section) and
11-transect averaged (bottom section) SST, air temperature Tair, specific humidity qair, 10
m wind speed Uw, air-sea temperature difference SST-Tair, latent heat flux Ql, and sensible
heat flux Qs. Error bars are one standard deviation of 500 subsamples using a bootstrapping
method.

SST Tair qair Uw SST-Tair Ql Qs

95-transect averaged
Ship 153±1 138±2 124±4 72±4 70±3 80±3 65±3

ECMWF-YOTC 165±1 152±2 130±4 92±3 105±4 111±4 96±4
ERA-INTERIM 165±1 151±2 135±3 108±3 111±3 112±3 109±4

DPRD10 163±1 153±2 117±3 85±3 96±3 100±4 94±3
AMSRE 160±2

Q-COAPS 112 ± 4
Q-PODAAC 89 ± 4

11-transect averaged
Ship 159±3 147±5 145±7 63±8 60±7 98±9 59±10

ECMWF-YOTC 166±3 156±8 152±8 88±7 100±9 125±12 95±11
DPRD10 164±3 160±3 129±8 85±12 74±9 98±13 68±9
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Fig. 1. The cruise tracks of 95 LMG transects (black lines) in the Drake Passage from
2000 to 2009. The shaded area shows the position of the Polar Front determined from XBT
observations with its standard deviation (Sprintall 2003). Note that the mean Polar Front
is located around 58.5 oS.
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Fig. 2. Time series of (a) SST and Tair (oC), (b) specific humidity qair (g kg−1), (c) 10
m wind speed Uw (m s−1), (d) air-sea temperature difference δT = SST-Tair (oC), and (e)
latent heat flux Ql and sensible heat flux Qs (W m−2) for two transects in a typical summer
(March 2003, solid lines) and a typical winter (September 2002, dotted lines). Black and red
lines are for ship measurements. Blue and green lines are for ECMWF-YOTC reconstructed
transect in a typical summer (March 2009). The x-axis shows the time (hour) of the transect
with t = 0 at the north end point 65oW, 55oS to t = 44 hour at the southern point 62oS.
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Fig. 3. Time series of SST (oC) of all late summer (March, solid lines) and late winter
(September, dotted lines) transects. The x-axis shows the time (hour) of the transect with
t = 0 at the north end point 55oS to t = 44 hours at the southern point 62oS.
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Fig. 7. Autocorrelation functions for (a) SST (oC), (b) air temperature Tair (oC), (c) air-
sea temperature difference δT=SST-Tair (oC), (d) sensible heat flux Qs (W m−2) (left panel
from top to bottom), (e) wind speed Uw (m s−1), (f) air specific humidity qair (g kg−1),
and (g) latent heat flux Qs (g kg−1) (right panel from top to bottom) for LMG (black),
ECMWF-YOTC (red), ERA-INTERIM (blue), and DPRD10 (green).

46



1e−2

1e0

1e+2

sp
ec

tr
al

 d
en

si
ty

 [
o
C

2 /c
pd

]

 

 

(a)

error bar

LMG SST
LMG T

air

10
0

10
1

10
2

10
3

1e−2

1e+0

1e+2

1e+3

sp
ec

tr
al

 d
en

si
ty

 [(
o
C

)2 /c
pd

]

frequency (cycles per day)

 

 

(b)

LMG δT

0 2 4 6
0

0.2

0.4

0.6

0.8

1

co
he

re
nc

e

 

 
(c) LMG

ECMWF−YOTC
ERA−INTERIM
DPRD10

0 2 4 6
−1.5

−0.5

0.5

1.5

frequency (cycles per day)

ph
as

e 
(r

ad
ia

ns
)

(d)

Fig. 8. The power spectrum of (a) SST and air temperature Tair (oC), and (b) air-sea tem-
perature difference δT =SST-Tair (oC). The (c) coherence of SST and air temperature, and
(d) phase difference between SST and air temperature. Negative phase difference indicates
air temperature leads SST. The black line in (c) shows the 95 % significance level.
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