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[1] The interannual variability of dynamically downscaled analysis and its error relative to
global coarse resolution analysis is examined in this paper. The regional model error is
shown to significantly contaminate the interannual variability of the seasonal mean. The
error occupies a significant part of the interannual variability, particularly during the
summer season. Accordingly, the leading modes of empirical orthogonal functions (EOFs)
of 500 hPa height in the region differ greatly from those of global analysis. In this paper a
variant of spectral nudging, the scale selective bias correction (SSBC) method, is refined to
further reduce the error within the observational error. Application of this method in
dynamical downscaling reduced the error of the interannual variability of analysis fields
(namely, height, temperature, and winds), and made the EOFs of seasonal mean at 500 hPa
height agree well with those of the global analysis. Application of the SSBC had a modest
impact on model‐derived fields, such as precipitation and near‐surface air temperature.
The improvements in these fields are not as dramatic as those in the analysis fields, but the
increased simulation skill is evident. A possible cause of the error in the interannual
variability is discussed. No apparent systematic reduction in high‐frequency variability is
found, and the error in interannual variability is more likely due to excitation of the
stationary computational mode by the lateral boundary forcing and ill‐posed lateral
boundary condition.
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1. Introduction

[2] Dynamical downscaling has been used extensively for
small‐scale regional analyses, forecasts, and simulations for
the past two decades or more. In recent years focus has
shifted toward dynamical downscaling of climate time scale
and global change simulations, owing to the public demand
for prediction and projection of the impact of global changes
on local communities and society. In fact, downscaling has
been a major topic in the Intergovernmental Panel on Cli-
mate Change (IPCC) assessment from its inception (Climate
Change 1995; available at http://www.ipcc.ch/pdf/climate‐
changes‐1995/ipcc‐2nd‐assessment/2nd‐assessment‐en.pdf)
and the demand continues to grow [IPCC, 2007].
[3] Unfortunately, no numerical models are perfect, and

all simulations suffer from systematic and transient errors
of some magnitude. Regional models are no exception.
Regional model error can appear in two ways. One is
characterized by the model physics error, for which even
perfect atmospheric forcing cannot simulate observed fields,
namely, precipitation, cloudiness, and radiation fluxes. The

other is error due to the regional model dynamics: namely,
resolution, finite‐difference approximations, lateral bound-
ary conditions, and basic assumptions on dynamics (e.g.,
hydrostatic vs. nonhydrostatic). Among these, the lateral
boundary condition is notorious because of its mathematical
ill posedness [Davies, 1976, 1983].
[4] The spatial and temporal characteristics of regional

model error are also of great importance to regional climate
studies. In this paper, we examine the effect of regional
model atmospheric error on a long climate time scale,
namely, the interannual variability. By nature, this implies a
synoptic to planetary scale, owing to the dominant role of
such scales in interannual variability [Blackmon, 1976] of
monthly and seasonal means.
[5] A part of the regional model “error” can be estimated

if we perform a downscaling of reanalysis. In this case the
approximate truth is known for analysis fields whose scales
are greater than a predetermined value for which the analysis
error is considered to be within the observational error.
When estimated from the spatial density of the available
observations, this scale is of the order of 500 to 1000 km in
most operationally produced global objective analyses. Thus
it is possible to extract the time‐varying “error” for scales
greater than this synoptic scale when performing a down-
scaling of global analysis.
[6] In this paper we demonstrate that the error part of the

climate time scale atmospheric variability is very large and
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significantly contaminates the interannual variability of the
synoptic‐ and planetary‐scale portion of the downscaled
field. We also show that the contamination of interannual
variability affects the long‐term linear trend.
[7] One caution should be exercised regarding the defi-

nition of error. On the climate time scale, often “truth” does
not exist owing to the chaotic nature of the atmosphere.
This is because even the observed state is considered to be
just a single realization of possible outcomes. In this situ-
ation the difference between model simulation and obser-
vation is just one of the possible errors. Therefore, it might
more appropriately be called “deviation from observation”
rather than error. We should note, however, that since we
deal with a large number of realizations in running the
model for many years, the deviation from observation may
be reasonably well regarded as error in the conventional
sense. While aware of this complexity, we use the term error
in this paper.
[8] The foregoing issues imply that it is important to

introduce some sort of “correction” to prevent the model
error from contaminating the downscaled analysis. We
present that a variant of the spectral nudging method, the
scale selective bias correction (SSBC) proposed by
Kanamaru and Kanamitsu [2006], hereafter referred to as
KK06, is a powerful method for performing this error cor-
rection. It is shown that, with additional improvements of

the method, the error can even be reduced to the range of
observational error.
[9] We describe the experiment design in section 2.

Section 3 discusses the effect of model error on interannual
variability. Section 4 examines the interannual variability of
derived fields, namely, near‐surface temperature and pre-
cipitation. The systematic error in day‐to‐day variability is
discussed in section 5. Conclusions are given in section 6.

2. Model and Experimental Setup

2.1. Model

[10] The spectral representation of the regional spectral
model (RSM) is a two‐dimensional cosine series for per-
turbations of pressure, divergence, temperature, and mixing
ratio and a sine series for vorticity [Juang and Kanamitsu,
1994; Juang et al., 1997]. The spectral method is known
to be free from numerical discretization error and is superior
to low‐order finite‐difference formulations. This fact is
referenced later in the paper. The physical processes in the
RSM follow the package of Hong and Leetmaa [1999],
except for the revised vertical diffusion scheme of Hong et
al. [2006]. Long‐ and short‐wave radiation interacting with
clouds, nonlocal treatment for the planetary boundary layer
process, deep and shallow convection, large‐scale conden-
sation, gravity wave drag, hydrology model, and vertical

Figure 1. The 1979–2003 summer (June‐July‐August) climatology at a 500 hPa geopotential height. R‐2:
National Centers for Environmental Prediction/Department of Energy (NCEP/DOE) reanalysis. Errors of
runs without the scale selective bias correction (SSBC; NOSSBC‐R2), with the original SSBC (SSBC‐
R2), and with the refined SSBC (NEWSSBC‐R2) are shown in the second row. Units are meters.
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and horizontal diffusion are considered. Land surface and
soil physics use the two‐layer model of Mahrt and Pan
[1984], which includes soil thermodynamics and hydrol-
ogy as diffusion processes. Precipitation is produced by both
large‐scale condensation and convective parameterization
schemes. The large‐scale precipitation algorithm tests for
supersaturation in the predicted specific humidity. Latent
heat is released when specific humidity exceeds saturation
and the temperatures and humidity are adjusted to bring the
humidity to saturation. The scheme does not include a
prognostic cloud; however, the evaporation of rain in
unsaturated layers below the level of condensation is taken
into account.
[11] The two SSBC methods are applied in this study. The

original version applies nudging toward external forcing
within the domain. Nudging is applied to the tendency of
winds for the scale greater than 1000 km equally at all
model levels, and the area average temperature and moisture
bias are also removed. In the new version the nudging is
applied only to the rotational part of the wind field itself (not
the tendency), the area average moisture correction is
excluded, and the lateral boundary nudging zone width and
strength are reduced. These two versions are described in
detail in the Appendix, together with some results from
comparison experiments.

2.2. Experimental Design

[12] For the study of interannual variability and trend we
chose a model domain covering the East Asia Monsoon
region centered at 35°N, 127.5°E, from the eastern flank of
the Tibetan Plateau in the west to the northwestern Pacific
Ocean in the east (Figure 1). This choice of area is some-
what arbitrary but is believed to represent typical midlati-
tude circulations. Owing to the general nature of the study
the results obtained in this paper are applicable to other
areas, as seen in KK06 over the continental United States
and over South America as shown in the Appendix, but with
different magnitudes of impacts. The western boundary cuts
across the Tibetan Plateau, but the RSM is relatively
insensitive to the placement of the lateral boundary owing to
the use of topography smoothing [Hong and Juang, 1998].
The model grids consist of 129 (west‐east) × 86 (north‐
south) grid points at approximately 60 km horizontal sepa-
ration at 60°N and 28 s layers in the vertical. Simulations
were performed for 25 summers (1 June to 31 August) and
winters (1 December to the end of February the following
year) from 1979 to 2003. Initial conditions and external
forcing were obtained from the 6 hourly National Centers for
Environmental Prediction/Department of Energy (NCEP/
DOE) reanalysis (R‐2) data [Kanamitsu et al., 2002]. Note
that the integration is not continuous for 25 years but restarts

Figure 2. Same as Figure 1 but for 850 hPa winds. Units are meters per second. Blue shading for wind
speed overestimation of >5 m/s; brown shading for underestimation of >5 m/s.
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every year for each season 3 months in duration. One of the
reasons for this intermittent reinitialization is to save com-
puter resources and time. More importantly, it is intended to
exclude large changes in model bottom surface forcing,
which might hide the impact of the model error in simulated
atmospheric circulation. It should be emphasized that our
objective is to examine the impact of simulating synoptic‐
and planetary‐scale atmospheric motion and not to improve
the skill of the downscaling. The observed sea surface
temperature SST) was updated daily from the optimal
interpolation SST weekly data set [Reynolds and Smith,
1994]. One may argue that the spin‐up is necessary to
adjust the soil initial conditions as done in previous studies
[e.g., Gochis et al., 2002]. However, preliminary results
using the RSM, also described by Kang and Hong [2008],
showed that spin‐up is unnecessary when the RSM is forced
by the reanalysis data. This may be because the RSM em-
ploys a soil physics package [Mahrt and Pan, 1984] and
soil and vegetation types similar to those used in the R‐2
data assimilation system.
[13] Three experiments are performed without spectral

nudging (NOSSBC), with the original SSBC, and with the
refined SSBC (NEWSSBC) for summer. For the winter
season, only the NOSSBC and NEWSSBC are performed
owing to resource limitations.

3. Interannual Variability of Geopotential
Height and Wind

[14] In this section we analyze the interannual variability
of the seasonal mean field simulated by the RSM. We
compare the three runs for summer and two runs for winter.
Since low‐frequency variability tends to have a large spatial

scale, synoptic to planetary, these comparisons are equiva-
lent to examining interannual variability and model error of
this scale in the regional domain. The small‐scale features
produced by a high‐resolution regional model will also be
affected by the simulated synoptic to planetary scale, since
the error of this scale affects the location and intensity of the
regional scale “system.” This is studied in section 4.

3.1. Mean Difference and Interannual Variance

[15] In Figure 1 we show the 1979‐2005 R‐2 climatology
and multiyear mean errors of three model simulations for the
summer months. Even for the long‐term mean the error in
the height field without the SSBC (NOSSBC) is of the order
of 10 to 15 m, not negligibly small. This error is only
slightly smaller (about 15 m) than the interannual variability
shown in Figure 5. The error has a very broad spatial scale,
consisting mostly of wave number 1 (in the regional
domain) in the east‐west direction, with its wavelength of
about 2000 km. The error pattern indicates that the clima-
tological trough located over the coast of Russia‐China‐
Korea shifted west and became sharper in summer. Figure 1
also shows that the original SSBC is working to reduce the
error moderately, by about 5 m, while the refined SSBC is
working well to remove the error, to within 5 m. Similar
results are found for 850 hPa winds (Figure 2) and 200 hPa
wind speed (not shown), with all this showing that the
NOSSBC error is large and the refined SSBC reduces it
significantly. Particularly at 850 hPa the error pattern over
the Pacific indicates that the northward shift of the sub-
tropical ridge, crucial for summertime simulation over
Japan, is nearly eliminated in the NEWSSBC run. This
northward shift is a very common model error, found in
many simulations [e.g., Kusunoki et al., 2006]. During

Figure 3. Same as Figure 1 but for 500 hPa height during winter (December‐January‐February). Units
are meters per second. An original SSBC experiment was not performed.

KANAMITSU ET AL.: DOWNSCALING INTERANNUAL VARIABILITY D17115D17115

4 of 17



winter the systematic error is larger (Figure 3). The 500 hPa
height error for NOSSBC is greater than 15 m and has a
much larger east‐west extent, indicating a somewhat deeper
climatological trough without a shift in location. The
NEWSSBC again reduces the error to less than 5 m.
[16] To examine the error evolution by year, Figure 4

displays the year‐to‐year variability of the root‐mean‐
square (RMS) error of 500 hPa height over the domain for
summer (top plot) and winter (bottom plot). The RMS dif-
ference between the R‐2 analysis and the long‐term mean is
also plotted as a measure of the interannual variability in
Figure 4. It is clearly shown that, without any error cor-
rection, the error is large and varies significantly from year
to year. The error can become larger than the interannual
variability in 11 summers and 4 winters of the 25 years. The
error correction is working nicely, as expected, and the new
version corrects the error within 2–3 m, with a very small
error of interannual variability in both summer and winter.
[17] The geographical distribution of interannual vari-

ability of 500 hPa height in summer, shown in Figure 5 (first
row), clearly demonstrates where the error dominates. The
variability is nearly the same between R‐2 and the new
version of the SSBC, while the run without the SSBC sig-

nificantly increased the interannual variability near the
center of the domain, where the variability is more than 30%
larger than R‐2. During the winter (Figure 5, second row)
the interannual variability patterns of R‐2 and the NOSSBC
are not far apart, although without the SSBC the variability
is enhanced by 10%–20% in the middle of the region.

3.2. Empirical Orthogonal Function (EOF)

[18] The EOFs of summertime seasonal mean 500 hPa
heights are compared in Figure 6 for the first three modes.
The percentage variance explained by each mode is indi-
cated in the figure. The first mode (top row) explains that
more than 30% of the total variance in the NOSSBC (second
column) has a pattern quite different from the others.
Apparently, the regional model error adds error to the
interannual variability and contaminates the low‐frequency
variability in global forcing. Mode 2 (second row) explains
that about 20% of the total variance for the NOSSBC
(second column) is also very different from that for R‐2 and
the others, while all the patterns look very similar for mode 3
(third row), which explains 15%–20% of the total variance.
The SSBC corrections are working nicely as before. The
original SSBC corrects most of the EOF errors, but the

Figure 4. Interannual variability of 500 hPa height root‐mean‐square error over the domain for summer
(top) and winter (bottom). Units are meters. Orange lines indicate interannual variance of height from R‐2
observation.
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Figure 6. Leading three modes of summertime 500 hPa geopotential height empirical orthogonal func-
tions (EOFs) for analysis (R‐2) and experiments during summer. Percentage variance is indicated in each
plot.

Figure 5. Geographical distribution of interannual variability of seasonal mean 500 hPa height for sum-
mer (top row) and winter (bottom row). Units are meters. Note the different color coding for summer and
winter.
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refined SSBC produces EOF patterns much closer to those of
R‐2. The EOF of the difference between R‐2 and each
experiment is shown in Figure 7. There are distinct patterns
in the NOSSBC and the original SSBC but not in the
NEWSSBC. The model error tends to grow in an organized
manner and varies from year to year in response to the change
in external forcing. During winter, interannual variances are
again different if the SSBC is not applied (Figure 5, second
row). However, the first three modes of the EOF (Figure 8)
are much more alike in all the experiments. This similarity is
explained by the fact that the interannual variability in winter
is generally larger than the variability of the model error.
The temporal correlations between the time series of each
EOF amplitude for observation (R‐2) and simulations are
reported in Table 1. The correlation improves significantly
by applying the correction both in summer and in winter.

3.3. Linear Trend

[19] The linear trend of 500 hPa height is compared at
each grid point by a least squares linear fit, and the slope is
plotted in Figure 9. We see again that the NOSSBC is very

different from R‐2 in magnitude and pattern, and both
corrections are working reasonably well. For example, the
sign of the trend changes from negative in R‐2 to positive in
the NOSSBC over northern Japan in the summer. The pat-
tern correlations between R‐2 and the NOSSBC, SSBC, and
NEWSSBC during summer are 0.68, 0.82, and 0.97,
respectively. During the winter the pattern of the trend is
fairly similar among the three experiments, but the magni-
tude is significantly underestimated in the NOSSBC run.
The difference between R‐2 and the NEWSSBC is greater
than that in summer, and the NEWSSBC is worse than the
SSBC in some places (e.g., the northeast corner) during
winter, probably because of the large interannual variability
during winter (Figure 5) and the sensitivity of the linear
trend calculations from the rather short period of 25 years.
The pattern correlations among R‐2, the NOSSBC, and the
NEWSSBC are the same, 0.96.
[20] In summary, the regional model has synoptic‐ to

planetary‐scale error that varies from year to year. This error
contaminates the interannual variability. The magnitude of
the error is large enough tomodify the leading EOFs and even

Figure 7. First three modes of EOFs of the 500 hPa height model error. Percentage variances are indi-
cated in each plot.
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the sign of the linear trend in some locations, particularly in
summer. The error correction scheme, if properly incorpo-
rated, can significantly reduce these errors.

4. Impact on Precipitation and Surface
Temperature

[21] In the previous section the errors of interannual
variabilities, namely, 500 hPa height, 850 hPa winds, and
200 hPa winds, were examined. Since these parameters are
connected with the variables to which the SSBC is applied
in the basic set of equations, it is not surprising that the
SSBC reduces the error.
[22] The more important issues examined here are the

errors in the derived fields, such as precipitation, near‐surface
temperature, surface and radiation fluxes, soil moisture, and
many other parameters obtained during model integrations.
In this section we examine precipitation and near‐surface
temperature, since these are the most frequently used vari-
ables for seasonal prediction, global change, and application
studies. These variables may suffer from errors due to defi-
ciencies in model physical parameterizations and insufficient
resolution to resolve small‐scale surface characteristics, even
if the synoptic‐ to planetary‐scale forcing is correct. As a
result, we may not see the impact of the SSBC in those
parameters as clearly as in the height and wind fields.

4.1. Mean Difference and Interannual Variance

[23] To start, let us examine the pattern of precipitation.
Figure 10 compares precipitation between the observation

(CPC merged analysis of precipitation; CMAP [Xie and
Arkin, 1997]) and the three experiments during summer
and winter (two experiments for winter). In summer the
model‐produced precipitations are more similar to one
another than to the observation, as shown by the widespread
precipitation over the continent. The CMAP is a coarse‐
resolution precipitation analysis and we should not expect
the small‐scale features to agree with the model, but the
difference in the synoptic‐ to planetary‐scale pattern is clear.
The small‐scale precipitation over the main island of Japan,
Korea, and coastal Russia is probably not obtainable from
the CMAP. Among the downscaled analyses, SSBC has the
largest overestimation, thus it stands out. This is a result of
the area mean moisture correction, which has been removed
in the NEWSSBC. The removal reduced the bias except
over southern China, which was not in the NOSSBC to start

Figure 8. Same as Figure 6 but during winter.

Table 1. Correlation of 500 hPa Height Empirical Orthogonal
Function Time Seriesa

NOSSBC SSBC NEWSSBC

Summer
Mode 1 0.88 0.98 0.99
Mode 2 0.73 0.94 0.95
Mode 3 0.93 0.93 0.95

Winter
Mode 1 0.84 — 0.99
Mode 2 0.81 — 0.93
Mode 3 0.52 — 0.88

aNEWSSBC, refined scale selective bias correction (SSBC); NOSSBC,
SSBC without spectral nudging; SSBC, original SSBC.
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Figure 9. The 1978–2003 linear trend at 500 hPa height for summer (top plots) and winter (bottom
plots). Units are meters per 10 years.

Figure 10. The 1978–2003 climatology of precipitation for summer (top plots) and winter (bottom
plots). Units are millimeters per month.
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with. The correlation pattern of the synoptic‐ to planetary‐
scale precipitation pattern is computed by intentionally
reducing the regional model resolution to that of the CMAP
using the area average. The correlation declines from 0.64 to
0.49 and 0.46 for the NOSSBC, SSBC, and NEWSSBC,
respectively, indicating much less impact on skill for the
synoptic‐ to planetary‐scale precipitation patterns. During
the winter (Figure 10, second row) the model‐produced
synoptic‐ to planetary‐scale precipitation patterns are very
similar to one another and to observation (correlation of
0.91 for both experiments using the same spatial resolution
with CMAP), with the exception of the small‐scale precip-
itation maximum along Japan’s Sea of Japan coastline,
which cannot be resolved by the CMAP. The precipitation
overestimation is apparent in the NOSSBC, but less so
during the winter. These comparisons indicate that the sy-
noptic‐ to planetary‐scale precipitation pattern is not sensi-
tively affected by the synoptic‐ to planetary‐scale error in
the atmospheric circulation, at least for this region and
domain during winter. The discrepancy between the simu-
lated precipitation and observation suggests that the model
precipitation is more critically determined by parameteri-
zation, which is not properly responding to the synoptic‐
and planetary‐scale forcing. The inability of the model
physics to reproduce observed precipitation under observed
forcing in single‐column models has been well documented
[Hack and Pedretti, 2000].
[24] With regard to the interannual variability we start

observing significant differences among the model simula-
tions. Figure 11 shows the EOF of precipitation during
summer. Note that the variances explained by the two
modes go only up to 40%. For mode 1 the model simulation
patterns are not very similar to the observed pattern, but the
NEWSSBC and SSBC resemble the CMAP more than the
NOSSBC does. For example, the positive red band oriented

southwest to northeast is clearer in the SSBC and
NEWSSBC. The large negative area near the southern
boundary in the CMAP is not well reproduced by any of the
models, but the weak negative area just west of Sakhalin is
found in the NEWSSBC. The somewhat disorganized EOF
patterns in the model simulations indicate that the model
response to interannual variability is weaker in synoptic‐ to
planetary‐scale forcing, but the correction in synoptic‐ to
planetary‐scale atmospheric fields certainly helps to improve
the simulation of precipitation variability. For the second
mode all the model simulations differ greatly from the CMAP.
During winter (Figure 12) the scenario is quite similar to that
in summer, and the NEWSSBC is again slightly better in
modes 1 and 2. There is a systematic difference in the location
of the maxima in mode 1 for the NEWSSBC, which is shifted
southward by 2°–3° latitude. The similarity between R‐2 and
the NEWSSBC in mode 2 is not strong, and the pattern is
disorganized in NEWSSBC. Once again, the interannual
variability of forcing is not directly reflected in the model
simulation. Note that the EOFs of the NOSSBC agree much
less than those of the NEWSSBC, indicating the modest
impact of the SSBC on precipitation. The correlation of EOF
time series with observation indicates a higher correlation for
the NEWSSBC of up to 0.76 for mode 1 during winter, but it
is generally much lower (table not shown).

4.2. Linear Trend

[25] Figure 13 compares the linear trend of precipitation
during 1979–2005. The model simulations present much
smaller scale patterns, with trends of opposite signs. How-
ever, synoptic‐ to planetary‐scale patterns, such as the
positive trend in southwest China, negative trend over the
central‐northern part of the domain, and positive trend over
the northeast corner of the domain all agree with the CMAP

Figure 11. First two leading EOFs of seasonal mean precipitation during summer from observation
(R‐2) and experiments.
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trend in summer. The narrow band of negative trend ori-
ented from northeast to southwest and located right over
Japan in the NOSSBC seems to have a different orientation
of east‐northeast to west‐southwest in the SSBC but is more
disorganized in the NEWSSBC. The pattern correlations
computed by matching the regional model resolution with
that of the CMAP with area average are 0.21 for the
NOSSBC, 0.26 for the SSBC, and 0.43 for the NEWSSBC,
indicating decent improvements by the NEWSSBC. During
winter, even the synoptic‐ to planetary‐scale patterns are not
very similar, with a much enhanced trend in the model simu-
lations. Pattern correlations for the NOSSBC and NEWSSBC
are 0.02 and −0.06, respectively. Apparently, the linear trend
of precipitation is very sensitive to the small change in the
synoptic‐ to planetary‐scale forcing field.
[26] Figure 14 compares the linear trend of near‐surface

air temperature. It should be noted that over ocean, the trend
is mostly controlled by the SST analysis and thus it is nearly
the same for the NOSSBC, SSBC, and NEWSSBC experi-
ments and is not affected by the synoptic‐ to planetary‐scale
correction. In summer all the model simulations agree well
with R‐2, while in winter the NEWSSBC seems to agree
better with the observed trend, particularly the larger extent
of the positive trend over China. The pattern correlations
during summer for the NOSSBC, SSBC, and NEWSSBC
are 0.89, 0.86, and 0.86, respectively, while in winter they
are 0.4 for the NOSSBC and 0.6 for the NEWSSBC. The
near‐surface temperature trend seems to be less sensitive to
the change in synoptic‐ to planetary‐scale forcing during
summer but is more sensitive in winter. This may be ex-

plained by the fact that the near‐surface temperature is more
strongly controlled by land surface conditions (soil moisture
and surface albedo) in summer, while in winter it is influ-
enced more strongly by synoptic‐ to planetary‐scale circu-
lation. Therefore, the impact of the SSBC can be more
apparent during the winter season.

4.3. Validation of Precipitation Against Station
Observations

[27] Since the CMAP represents coarse‐resolution synoptic‐
to planetary‐scale features of the observed precipitation, it may
not be appropriate for the validation of simulated small‐scale
model precipitation. We compared simulated precipitations
directly with station observations over Japan, where mesoscale
hourly precipitation observations are readily available. The
observation Automatic Meteorological Data Acquisition Sys-
tem (AMeDAS) network [Takase et al., 1988] is distributed
throughout Japan, with the average station distance being 20–
30 km. Figure 15 compares summer‐ and wintertime seasonal
correlations of seasonal mean precipitation against 3 hourly
AMeDAS observations averaged over several subregions over
Japan (Figure 15a). During June‐July‐August (Figure 15b) the
correlation is about 0.6–0.8 for all areas with the NEWSSBC,
which is much better than the other experiments and clearly
demonstrates the effectiveness of the SSBC in simulating the
interannual variability of the seasonal mean precipitation. The
improvement is not as large during winter (Figure 15c), but
some northern areas (North Hokkaido and South Hokkaido)
show better agreement. This validation against observation

Figure 12. Same as Figure 11 but for winter.
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Figure 14. The 1978–2003 linear trend of near‐surface temperature during summer (top plots) and win-
ter (bottom plots). Units are millimeters per 10 years.

Figure 13. The 1978–2003 linear trend of precipitation during summer (top plots) and winter (bottom
plots). Units are millimeters per 10 years.
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again suggests that the correction to synoptic‐ to planetary‐
scale forcing is important in properly simulating the inter-
annual variability of precipitation on the mesoscale.

5. Relation to the Error in Day‐to‐Day
Variability and Possible Causes of the Error
in Interannual Variability

[28] The errors of the regional simulation can be classified
into the following three groups, depending on their char-
acteristic time scales.
[29] 1. The first is the systematic error in the conventional

sense, which is defined as a long‐term multiyear mean
difference between observed and simulated fields. This error
may be alternatively called the long‐term mean error.
[30] 2. The second is the seasonal (or monthly) mean

difference between observed and simulated fields for a
particular year, which varies from year to year. This class
may be called the low‐frequency error.
[31] 3. The third is the day‐to‐day difference between

observed and simulated fields, which varies daily. This class

may be called the high‐frequency error. There are other
classes of errors with much higher (diurnal) and lower
(multidecadal) frequencies, but we do not deal with them in
this paper.
[32] In this study we have examined the first two classes

of errors and demonstrated that they are of appreciable
amplitude (long‐term mean error in Figures 1–3 and other
errors in Figures 4–15). This paper’s unique contribution is
that the low‐frequency error is of significant amplitude and
may lead to false results if the year‐to‐year variabilities of
downscaled products without spectral nudging are used.
[33] Since the long‐term mean, low‐frequency, and high‐

frequency modes interact with each other in reality, it may
be useful to examine the “systematic error” in the high‐
frequency mode activity. This has been studied by Rockel
et al. [2008], in which systematic loss of kinetic energy
has been noted for the two grid‐point models they tested
(Climate version of the Local Model of the German
Weather Service [Steppeler et al., 2003] and Regional
Atmospheric Modeling System [Pielke et al., 1992]). These
high‐frequency mode errors may cause systematic error of

Figure 15. Temporal correlation of precipitation at Automatic Meteorological Data Acquisition System
(AMeDAS) stations averaged over subdomains in (b) summer and (c) winter. (a) Domains are color coded
by orange (North Hokkaido), green (South Hokkaido), magenta (Tohoku), yellow (Kantou), red (Chubu),
blue (Kinki), brown (Shikoku), purple (Kyushu), and light green (Okinawa).
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the low‐frequency mode through scale interactions. They
did not mention this possibility because of the relatively
short integration period (15 days) in their experiment. We
examined the day‐to‐day variability in our simulation to
determine the possible cause of the low‐frequency mode
error. In Figure 16 we compare day‐to‐day variability of
the 500 hPa height between R‐2 and three experiments.
We chose the year when the systematic error in the low‐
frequency mode is largest for each season. Figure 16 indicates
that the day‐to‐day variability is slightly increased in the
NOSSBC run, which is in contrast with the results of Rockel
et al. We suspect that this behavior is due to the spectral
method used in the RSM, which does not have the dissipating
effect of finite differencing.
[34] Because of the small systematic error in high‐frequency

variability in the RSM, the error in the low‐frequency mode
may be considered a result of some sort of forced response.
Looking at the EOF of error in Figure 7 (NOSSBC‐R2), the
patterns for modes 1 and 2 seem to suggest the formation of
stationary waves. These patterns are probably excited by the
lateral forcing and maintain their amplitude via the ill‐
conditioned lateral boundary treatment and the inconsistencies
between the global and the regional solutions. The amplitude
of the low‐frequency error is governed by the external forcing,
which varies from year to year, resulting in the low‐frequency
error.

6. Conclusions

[35] This paper examines the role of synoptic‐ to planetary‐
scale error in regional models and its effect on interannual

variability in dynamical downscaling. For this purpose,
dynamical downscaling of the NCEP/DOE reanalysis during
1979–2003 over far eastern Asia, using the Scripps Institu-
tion of Oceanography Regional Spectral Model at 50 km
resolution, is performed. The model was run during summer
(June‐July‐August) and winter (December‐January‐February)
for 25 years.
[36] It has been demonstrated that a synoptic‐ to planetary‐

scale error correction must be applied to the conventional
dynamical downscaling method or it will suffer from regional
model error of the same scale, which contaminates the
interannual variability and linear trend of the downscaled
fields. This will apply to most regional models, since the
skill of the RSM is very compatible with that of other
models [e.g., Takle et al., 1999; http://narccap.ucar.edu/results/
ncep‐results.html]. The error also contaminates the low‐
frequency variability and trend of derived fields, such as
precipitation. The effect of model error on the variability is
greater in summertime, as the magnitude of the error is
comparable to the interannual variability of seasonal mean.
[37] The sources of the low‐frequency mode error can be

complex. The systematic error in the day‐to‐day variability
was computed to determine the possible source of the error,
but the model showed very few problems. From the EOF
patterns of the 500 hPa error, it is speculated that the low‐
frequency error is a reflection of the stationary computa-
tional mode excited by inconsistencies in the regional and
external solutions amplified by the ill‐posed lateral boundary
condition.
[38] To improve the downscaling the original version of

the SSBC [Kanamaru and Kanamitsu, 2006] was refined to

Figure 16. Daily variance at 500 hPa height for R‐2 and experiments. Top row is for summer 1984 and
bottom row is for winter 2001. These 2 years were selected as the amplitudes of the low‐frequency errors
are high. Note the increase in daily variance for summer and winter for the NOSSBC compared to R‐2.
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further reduce the synoptic‐ to planetary‐scale model error.
This was accomplished by replacing the tendency nudging
in the original version with the field nudging itself, nudging
the rotational part of the wind only, removing the area
average moisture correction, and reducing the lateral
boundary nudging zone width and strength. The refined
SSBC reduced the error of the interannual variability of
seasonal mean 500 hPa height to within 5 m, nearly elimi-
nating it.
[39] The impact of correcting the synoptic‐ to planetary‐

scale error in simulating precipitation and near‐surface
temperature was modest. This somewhat diminished impact
is due to inaccuracies in the model’s precipitation process,
which cannot faithfully reproduce the observed precipita-
tion, particularly its interannual variability, even when the
synoptic‐ to planetary‐scale forcing is specified. However,
the modest impact implies that even with somewhat defi-
cient parameterization, the correction to the synoptic‐ to
planetary‐scale forcing works positively to reduce error and
improve dynamical downscaling. In this context the appli-
cation of a correction scheme that effectively reduces the
synoptic‐ to planetary‐scale error is very important.
[40] The question that needs to be answered next is

whether spectral nudging should be applied to the down-
scaling of seasonal forecast and global change simulations,
for which no observation is available but the large‐scale
features are unquestionably contaminated by model errors.
Answering this question requires discussion of the following
somewhat controversial issues: (1) Can regional models make
better forecasts or simulations of synoptic‐ to planetary‐scale
features? and (2) How should the chaotic nature of the atmo-
sphere and model be treated? The first question is connected
to how much the synoptic‐ to planetary‐scale motion in the
regional domain is trusted, and the second question is how to
deal with the situation where no single truth exists. We will
hopefully answer these questions in the future, as a continu-
ation of this work.

Appendix

[41] This Appendix briefly reviews the original SSBC
scheme, introduces the refined methods, and outlines their
performance. The original scheme described in KK06 is
based on ideas proposed by Kida et al. [1991] and von
Storch et al. [2000]. In the original scheme a term is
introduced to the zonal and meridional momentum equa-
tions to “nudge” the difference between the background
global model and analysis field and the regional forecast
field (hereafter called perturbation) to 0 for a scale greater
than a critical length in two‐dimensional wave space.

Fnew
t m; nð Þ � Ft�D m; nð Þ ¼ 1

1þ �

� �
Fold
t m; nð Þ � Ft�D m; nð Þ� �

for m; n; < mc; nc; ðA1Þ

where Ft is the perturbation, expressed in spectral coefficient
form, with two‐dimensional wave numbers m and n (in the x
and y directions, respectively) at time t. Ft −D is a spectral
coefficient one time step earlier. The superscripts “old” and
“new” indicate the values before and after the damping. A
damping coefficient a has a value of 0.9, which is deter-

mined from multiple trial‐and‐error integrations and is
constant with height, which differs from other spectral
nudging methods. KK06 noted that the simulation is not
very sensitive to the choice of this coefficient. (Equation A1)
is derived from an implicit time scheme to avoid numerical
instability. Note that in this formulation, the damping is
applied to the time tendency of the perturbations. The critical
scale is set to the physical scale of 1000 km, and conse-
quently, the critical wave numbers mc and nc vary with
domain size and model resolution. For temperature and
moisture the area average perturbation is set to 0 every time
step, but no damping is applied to the wave coefficients. In
addition, the surface pressure is corrected to account for the
difference in surface altitude between the coarse‐resolution
global model and analysis and the regional model. Using
these methods, KK06 demonstrated that the synoptic‐ to
planetary‐scale fields do not deviate significantly from global
forcing, the simulation becomes insensitive to the choice of
domain size, and the precipitation simulation skill improves.
[43] During the validation of long‐term downscaling of

reanalysis (CaRD10 [Kanamaru and Kanamitsu, 2007;
Kanamitsu and Kanamaru, 2007]), the synoptic‐ to plane-
tary‐scale error within the domain can occasionally grow to
a significant amplitude even with the SSBC. We performed
further experiments to improve the SSBC by more carefully
selecting the nudging variables, nudging method, and
magnitude of nudging. We also discovered that the lateral
boundary nudging zone width and strength are closely
related to the amplitude of the synoptic‐ to planetary‐scale
model error, which is controlled by the SSBC. The lateral
boundary zones used in the original SSBC are rather broad,
23% of the zonal and meridional lengths of the domain
(11.5% for each side), which reduces the usable domain
region by nearly 40%. Even a small reduction of the
nudging zone is beneficial to allow for a wider regional
domain.
[44] After many trial runs we found that the following five

modifications decreased the errors, improved the model
performance, and reduced the lateral boundary zone.
[45] 1. The nudging is applied to perturbation rather than

its tendency with the same nudging coefficient. This con-
strains the error and keeps it small.

Fnew
t m; nð Þ ¼ 1

1þ �

� �
Fold
t m; nð Þ for m; n < mc; nc: ðA2Þ

[46] 2. The nudging is applied only to the rotational part
of wind. This minimizes spurious surface pressure oscilla-
tions and tends to better maintain the synoptic‐ to planetary‐
scale balance between mass and motion fields.
[47] 3. The area‐averaged correction of moisture is

removed, and only the area‐averaged temperature is cor-
rected. The removal of the moisture correction minimizes
the significant bias in the precipitation simulation caused by
inconsistencies between the physical packages of the forcing
and the regional model, especially at lower latitudes.
[48] 4. By applying stronger spectral nudging over the

domain combined with all the other modifications, it became
possible to narrow the lateral boundary zones to 5% (from
the original 23%) of the zonal and meridional width of the
domain (2.5% on each side) and reduce the nudging coef-
ficients to a minimum to keep the integrations stable.
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[49] 5. Diabatic processes are removed from the lateral
boundary zone, although the impact is minimal.
[50] We do not discuss the new SSBC method in further

detail since we are still not fully satisfied with its applica-
tion. There are too many empirical parameters determined
by a large number of experiments, which are still not opti-
mal. We are in the process of developing a new method
based on the objective analysis technique, in which the
weighted sum of the initial guess (forecast) and the obser-
vation is used to obtain the most likely analysis. We may be
able to apply this method for different spatial scales based
on the accuracy of the regional forecast.
[51] We performed three experiments: (1) the original

SSBC; (2) a narrow lateral boundary zone without the SSBC
(NOSSBC); and (3) a new, improved SSBC (NEWSSBC)
with a narrow lateral boundary zone. To examine the more
general performance of the refined SSBC, the integrations
were performed over two regions: one over the North
American domain (10–50°N, 65–135°W) and the other over
the Tropical South American domain (20°S–15°N, 30–90°W).
The integration period was arbitrarily chosen from 1 to
10 March 1985. The RMS differences from the forcing fields,
NCEP/DOE R‐2, are used as a measure of the synoptic‐ to
planetary‐scale error. We exclude details of the model
descriptions used in this study, except that they are very
similar to those described in section 3.1.
[52] Table A1 summarizes the results of these experiments.

The refined SSBC worked best over both North America
and South America in reducing 500 hPa height RMS error,
although the improvement was less marked in the tropics.
The improvement in surface pressure is also apparent. The
SSBC generally improves the fit of the mass field (except
for the small degradation of 500 hPa height in North
America). The overestimation of precipitation in the original
SSBC was corrected in both the NOSSBC and the refined
SSBC by removal of the area‐averaged correction of
moisture. These experiments suggest that the refined SSBC
considerably improves on the original SSBC. This method
has been successfully applied to a separate study that deals
with the specification of the lateral boundary problem
[Yoshimura and Kanamitsu, 2009] and the downscaling of
global change simulations (study in progress).
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